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a b s t r a c t

An approach for modelling a natural dam-river network system is proposed in this paper. Generally, the

relationships among the variables of a natural dam-river network system are complex and difficult to

describe. In this paper, some simple relationships among the water levels measured at a limited number

of points of the network system are presented in such a way that a simple model is achieved. The model

is identified and validated with the real time operational data. An example is given and the result shows

the feasibility of the modelling methodology. It is believed that the proposed approach can be used in

the operation of natural dam-river or river network systems.

& 2008 Elsevier Ltd. All rights reserved.

1. Introduction

Owing to the scarcity of water resources, modelling and control
of water resources in open channel flows have attracted a lot of
research in recent years. The common natural examples of open
channels are water flows in rivers and streams, while manmade
examples are irrigation canals and sewer lines. Generally, the
channel bed and channel geomorphological features of a man-
made channel are regular and the material types of the channel
are uniform, while the channel bed and channel geomorphological
features of a natural channel are irregular and the material types
of the channel vary in different locations.

Except for flood control, the constant subject of study is mainly
the dynamics of manmade channels. This is because the dynamics
are regular and the dynamical parameters are regular in manmade
channels, enabling a model-based study. A recent survey of
models can be seen in Zhuan and Xia (2007), where the models
are classified into physical principle models and data-driven
models. Two principles are used in water flow dynamics. One is
the so-called Saint Venant equations (Chow, 1959). From Saint
Venant equations, a class of models are derived (discretized in
Balogun, Hubbard, & De Vries, 1988; Garcia, Hubbard, & De Vries,
1992; Georges, 1994, and linearized in Baume & Sau, 1997;
Chentouf, Xu, & Boulbrachene, 2001; Duviella, Charbonnaud,
Chiron, & Carrillo, 2005; Litrico, 2001; Litrico & Georges, 1997,
1999a, 1999b, 2001; Litrico, Georges, & Trouvat, 1998). The other
principle is the water volume or mass balance principle (Corriga,

Patta, Sanna, & Usai, 1979; Corriga, Sanna, & Usai, 1983; Schuur-
mans, Bosgra, & Brouwer, 1995; Schuurmans, Hof, Dijkstra, Bosgra,
& Brouwer, 1999), with which some volume (mass) balance
models are presented. The parameters in data-driven models are
identified from real time data. Such models include black-box
models in Elfawal-Mansour, Georges, and Ohnishi (2000), grey-
box models in Weyer (2001, 2003a, 2003b), Ooi and Weyer (2001),
Ooi, Weyer, and Campi (2003), Ooi, Krutzen, and Weyer (2005), Li,
Cantoni, and Weyer (2005), Mareels et al. (2005) and Maxwell and
Warnick (2006), high order transfer function models in Sawadogo,
Faye, Malaterre, and Mora-Camino (1998) and Sawadogo, Faye,
Benhammou, and Akouz (2000) and neural network models in
Toudeft and Gallinari (1996, 1997). Neural network techniques are
also employed in Paravan, Stokelj, and Golob (2004) to forecast
theshort-term water inflow in a hydroelectrical power plant. The
difference between the black-box models and the grey-box
models is that the grey-box models partially satisfy the volume
or mass balance principle.

For natural channels, although the dynamics can be described
by Saint Venant equations, the equations are not as useful as in
manmade channels because the parameters in Saint Venant
equations vary with respect to the different space and time
coordinates. The variation of the parameters leads to difficulties in
studying the flow dynamics and, therefore, the control strategies
of the flow dynamics with a mathematical model. The control
objective of open channels is to transport the water resources
from one area to (an)other area(s) such that water flows and water
levels meet the demands of users, the ecology, safety require-
ments (flood control), navigation control, pollution control and
decreasing water waste.

For a natural dam-river network system, the existing control
strategies are scheduled on the basis of experimental operation
and information in a limited local area (points) for a limited
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period without accurate prediction. For example, in a flood-
preventing hydraulic structure—Enclosing Dike—a dike surround-
ing an area with gates/pumping stations connecting the outside
and inside of the dike, is operated in a very simple way. When the
water level at a point inside the area is detected to be higher than
the security water level, the water in the inside area will
immediately be pumped out through the pumping station. When
the water level is so low that the environment of the inside area
has too little water, the gate will immediately be opened to
introduce water from outside. All those operations are based on
accumulated experience and on the observation of present local
states without considering the whole system and predicting the
development trends. This kind of decision-making concerning
control strategies cannot realize global optimal control for a large
and complicated river network system. The study subject in this
paper is such a kind of large and complicated natural river
network system. An investigation will be conducted to obtain a
mathematical model for such a network system and it is expected
that the model will be able to facilitate the design of control
strategies.

A kind of methodology for modelling a natural dam-river
network system with simple measurements and variables is
proposed in this paper. Such a dam-river system is very complex
and at present no simple mathematical model is being applied to
the system operation. A model established in line with the
proposed approach is very similar to the grey-box model in Weyer
(2001, 2003a, 2003b), Ooi and Weyer (2001), Ooi et al. (2003,
2005), Li et al. (2005), Mareels et al. (2005), and Maxwell and
Warnick (2006), but is much simpler because it includes water
level measurements at some points and control variables, while in
the references the flow rates are included in the models. As is
known, the flow rates are difficult to measure, especially for
natural channels (the velocity distribution in a cross-section of the
channel is very complex). So the model in this paper is much
simpler. The model structure is proposed based on the simplifica-
tion of some hydraulic principles. The parameters in the model
can be identified with experimental or real time operational data.
For the parameter identification, various methods could be
applied. In this paper, the model identification and validation
methods are not detailed. To show the potential application of the
proposed approach, an example of an Enclosing Dike system is
given.

The contribution of this paper lies in two aspects. The first is
that, different from existing papers, the modelling methodology
for a natural river network system is studied in this paper. The
second is that in the proposed ‘‘grey-box’’ model, only water level
and some control variables are included, which avoids the
requirement of measuring the flow rates (difficult to obtain in a
natural channel).

The structure of this paper is: the modelling methodology is
proposed in Section 2, while in Section 3 an application example is
given to show the feasibility of the modelling methodology. The
conclusions are in Section 4.

2. Modelling methodology

The variables in modelling a dam-river network considered in
this paper are only the water levels at different points. For
simplicity, the control variables in this case are the gate openings.
The relationship between the water levels can be classified into
three types, as shown in Fig. 1: gate connection, channel
connection and non-channel connection. Gate connection indi-
cates that there is one and only one gate structure between the
two points with water levels (upstream and downstream of a
gate) measured. Channel connection means there is a visible

channel with water flow connecting the two points with water
levels measured. When the connection between two points does
not belong to a gate connection or channel connection, it is called
a non-channel connection.

In this paper, the flow rates in channels are assumed not to be
measured, which is practical, for the flow rates are difficult to
measure (flow rates are not measured practically). However, it is
assumed that the flow rates vary in a small range, at least over a
short time period.

The flow through a porous medium (aquifer) in a non-channel
connection is generally expressed by Darcy’s Law formulated on
the basis of experiments (refer to Todd & Mays, 2005). The
calculation of flow through a porous medium is usually in relation
to flow nets, which is very complex. According to Darcy’s Law, the
flow rate through a porous medium is proportional to the head
loss (generally the difference between water levels) and hydraulic
conductivity or intrinsic permeability, and inversely proportional
to the length of the flow path (distance). In this paper, such a flow
rate Qnði; j; tÞ to point j from point i is just approximated by

Qnði; j; tÞ ¼ anði; jÞyði; t � tdði; jÞÞ þ bnði; jÞyðj; tÞ, (1)

where yði; t � tdði; jÞÞ is the water level at point i at the time
t � tdði; jÞ, yðj; tÞ is the water level at point j at the time t, tdði; jÞ is
the time delay and anði; jÞ and bnði; jÞ are coefficients. This equation
can also be approximated by a higher order series, but it is simply
approximated by a first order function in this paper.

For gate connection, the relationship between the water levels
inside and outside the gate depends on two items. The first is the
flow through the gate when the gate is open. The second is the
flow through a porous medium.

When the gate is open, the flow through the gate depends on
the water levels on both sides of the gate, the gate opening and
the gate type. In Eurén and Weyer (2007), the flow rate Qgði; j; tÞ

for an undershot gate is approximated by

Qg1ði; j; tÞ ¼ c � ddgðtÞ � sgnðyði; tÞ � yðj; tÞÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jyði; tÞ � yðj; tÞj

p
, (2)

where c is a constant determined by the gate characteristics,
ddgðtÞ is the gate opening and yði; tÞ and yðj; tÞ are the water levels
at points i and j (the water levels on both sides of the gate). The
signum function of a real number x is defined as follows:

sgn x ¼

�1 if xo0;

0 if x ¼ 0;

1 if x40:

8><
>: (3)

The flow rate through a porous medium in a gate connection is in
the same form as Eq. (1), i.e.,

Qg2ði; j; tÞ ¼ agði; jÞyði; t � tdði; jÞÞ þ bgði; jÞyðj; tÞ. (4)

So for a gate connection, the flow rate is described by

Qgði; j; tÞ ¼ Qg1ði; j; tÞ þ Qg2ði; j; tÞ. (5)

The flow rate of a channel connection can be calculated by Saint
Venant equations, a group of partial differential equations.
According to Darcy’s Law, with the assumption that the flow
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speed varies slowly, the flow rate Qcði; j; tÞ to point j at time t in the
channel connecting to point i is approximated by

Qcði; j; tÞ ¼ acði; jÞyði; t � tdði; jÞÞ þ bcði; jÞyðj; tÞ (6)

with yði; tÞ and yðj; tÞ water levels at points i; j at time t, tdði; jÞ time
delay and acði; jÞ and bcði; jÞ coefficients.

Another assumption in this paper is that the water volume
storage in the neighbourhood of a point i is proportional to the
water level yði; tÞ. With this assumption, according to the mass
balance principle, the water level yði; tÞ could be predicted as
follows:

gðiÞdyði; tÞ

dt
¼
X
l2Gi

g

Qg1ðl; i; tÞ þ
X
l2Gi

g

Qg2ðl; i; tÞ

þ
X
j2Gi

c

Qcðj; i; tÞ þ
X
k2Gi

n

Qnðk; i; tÞ þ eðtÞ, (7)

where Gi
c , Gi

n and Gi
g are the sets in which the elements with

respect to point i, respectively, belong to a channel connection, a
non-channel connection and a gate connection, gðiÞ is a coefficient
and eðtÞ is the disturbance or unmodelled flow, such as rainfall and
irrigation flow.

Comparing Eqs. (1), (4) and (6) reveals that they are in the
same form. Let Gi

¼ Gi
g [ Gi

c [ Gi
n. With the above equations

combined, the following holds:

dyði; tÞ

dt
¼
X
k2Gi

ðaðk; iÞyðk; t � tdðk; iÞÞ þ bðk; iÞyði; tÞÞ

þ
X
l2Gi

g

nðiÞQg1ðl; i; tÞ þ eðtÞ, (8)

where a, b, and n are coefficients and can be identified with real
data.

Model (8) can be discretized with various discretization
methods, resulting in different kinds of discrete models. In this
paper, for simplicity, an autoregressive model is chosen with
exogenous input (ARX model) in the form

Aðq�1ÞyðKÞ ¼ Bðq�1ÞuðKÞ þ Pðq�1ÞwðKÞ þ Q ðq�1ÞeðKÞ

¼ ½Bðq�1Þ Pðq�1Þ�½uðKÞ wðKÞ�T þ esðKÞ (9)

with K the discrete time, eðKÞ unknown disturbance, yðKÞ ¼ yði;KÞ

ith output, uðKÞ ¼ Qg1ðKÞ control input, wðKÞ ¼ ðyðk;KÞÞk2Gi un-
controllable input, esðKÞ ¼ Q=AeðKÞ the unknown disturbance in a
new form, q�1 delay operator and t discrete sampling time series.
From this equation, it can be noticed that the effect of esðKÞ

depends on the filter Q=A and the characteristics of eðKÞ.
To date, there is no accurate model to describe the dynamics of

a natural dam-river network system. Even the introduction of
Saint Venant equations is based on some assumptions and
furthermore, the parameters in Saint Venant equations are
variable in natural channels and difficult to determine. Model
(9) is based on some practical assumptions and the coefficients
are determined by system identification with realtime data. As for
the slow-varying coefficients, they can be updated by identifica-
tion with the most recent operational data. Model (9) is very
simple compared with Saint Venant equations or Darcy’s Law.
Only the water levels appear in model (9).

It should be noticed that various model identification
approaches could be employed with the proposed modelling
methodology.

The more measurement points there are, the more accurate the
model is. However, when the number of measurement points is
limited, the measurement points can be scheduled at the places
where there are obvious geomorphological variations to improve
the accuracy of model (9), i.e., the geomorphological features can
be considered in scheduling the measurement points to improve

the model accuracy. For example, a measurement point can be
scheduled at the place where the cross-section changes abruptly,
to improve the accuracy of the model.

Another remark is that (9) is obtained from the simple model
(8) by employing a discretization scheme. This discretization
scheme could be, for instance, analogous to the finite element
scheme in solving the Saint Venant equations. This may result in
high orders in terms of q�1 in model (9), therefore with higher
accuracy than (8).

3. Application of modelling methodology

An example is given in this section to show the feasibility of
the proposed modelling methodology. The example, namely
Enclosing Dike, is a typical kind of hydraulic structure, composed
of an Enclosing Dike, sluice gates and pumping stations, which is
constructed beside a river connected to the sea in South China to
dampen the influence of the large tidal variations and to allow the
consolidation of upstream urban infrastructure.

Sixiang Enclosing Dike, as shown in Fig. 2, located in Nanhai
city, Guangdong Province, protects the city from flooding and
ensures the environmental balance. It is composed of 17 sluice
gates, ten pumping stations and a long Enclosing Dike. The main
aim is to drain away flooded water when the water level in the
Enclosing Dike exceeds the security level, and to draw water from
the river when the Enclosing Dike is in need of water. In the past,
the sluice gates and pumping stations were operated by hand
according to the experience of the operators. Equipped with the
automatic operation facilities and optical fibre cabling network
built in recent years, all information is collected and transmitted
to a supervising and controlling centre. The information includes
the running state of the facilities, such as gate openings, the
running state of the pumps, and water levels at some points inside
and outside the Enclosing Dike, and even video images of the
supervised points. Thus the operators can know the situations of
all pumping stations and sluice gates, and furthermore make
decisions and send operational commands to the stations and
gates. With the project applied, the level of Enclosing Dike
automatic control is advanced and reliability is enhanced. It is
possible to realize optimal control in the global viewpoint of
Enclosing Dike. At present control is still local and the level of
performance depends on the experience of the operators. The
difficulty in the application of global automatic control lies in the
absence of a model describing the whole dynamics of an Enclosing
Dike.

In the supervising and controlling centre, data are collected
from pumping stations and undershot sluice gates (hydraulic
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structures), including water levels inside and outside the
hydraulic structures, the pump status (on/off) and gate openings.
At present, gate openings only have two states: open and closed,
where open state means that the plate bottom is over the water
surface and closed state means there is no water flowing through
the gate.

The measured variables in the above-mentioned project are
water levels ynjðiÞ and ywjðiÞ inside and outside the hydraulic
structures (i is the index of the hydraulic structure). The control
variables are also the states of the sluice gates and pumps, i.e., the
gate openings ddgðiÞ and pump state ddpðiÞ.

The available operational data of the Enclosing Dike were
limited to four sluice gates (the indexes of the hydraulic structures
are 14, 16, 19 and 20) and one pumping station (its index is 17, it is
connected to structure 16 and the two structures are almost in the
same place). The data for the other hydraulic structures were not
continuously measured or recorded. During the period of data
sampling, there was no record of the operation of the pumps.
Because the project is used to show the applicability of the
modelling approach in Section 2, the above-mentioned data with
only four points in the Enclosing Dike are enough.

The data have the following features:

� The period over which the data were collected is about 17 days.
� The measured water levels are the Yellow Sea’s altitudes.
� The data were collected with asynchronous samples.
� The time intervals of the data are about 5 min.
� Some data were missed in the record.
� Taking into consideration the installation of the sensors and

calculation formula, there are different offsets for various
water levels.

Based on the available data, the model as in (10) is expected to be
established for the Enclosing Dike. In (10), Qg1 are in the form of
(2), and the coefficients AðiÞ, BðiÞ and PðiÞwill be identified with the
operational data.

Aði; q�1Þyði;KÞ ¼ Bði; q�1Þuði;KÞ þ Pði;q�1Þwði;KÞ þ esi
ðKÞ,

i ¼ 14;16;19;20, (10)

where yði;KÞ ¼ ynjði;KÞ, uði; tÞ ¼ Qg1ði; tÞ,

wð14;KÞ ¼ ½ywjð14;KÞ; ynjð16;KÞ; ynjð19;KÞ; ynjð20;KÞ�T,

wð16;KÞ ¼ ½ywjð16;KÞ; ynjð14;KÞ; ynjð19;KÞ; ynjð20;KÞ�T,

wð19;KÞ ¼ ½ywjð19;KÞ; ynjð14;KÞ; ynjð16;KÞ; ynjð20;KÞ�T,

wð20;KÞ ¼ ½ywjð20;KÞ; ynjð14;KÞ; ynjð16;KÞ; ynjð19;KÞ�T.

The water levels outside the dike are mainly influenced by the
tidal process and flow rate from upstream in the river. These can
be estimated by using the approach proposed in this paper in a
wider system incorporating the tidal prediction. In this paper, the
water levels outside the dike are assumed to be known.

In the above model, Qg1 is thought of as the control variable. In
modelling the Enclosing Dike, pump flow rates of pumping
stations can also be expressed in the form of control variables
and thus the control problem of the Enclosing Dike could be
studied.

3.1. Data preprocessing

The sampled data were processed prior to being used for
identification. The preprocess includes virtual synchronization,
offset correction and missing data estimation. To illustrate the
efficiency of the modelling approach, a common algorithm for
model identification is employed in this study for model
parameter identification.

The sampled data were not synchronous because they were
independently collected at different points and it was incon-
venient to synchronize the sampling time for them. However, in
model (10), the data are required to be synchronous. So, a kind of
virtual synchronization is employed to preprocess the original
data. The time series for model (10) is predetermined as
t0; . . . ; t0 þ KT ; . . . ; t0 þ NT with t0 the referenced time, N the time
length and K ¼ 1; . . . ;N � 1. The data are virtually synchronized
by way of linear interpolation.

The offsets in the data for different variables differ. In the
presented model, it is difficult to know the offsets of each
measurement. The measurement sensors were installed indivi-
dually and calibrated with respect to the Yellow Sea’s altitude
according to the workers’ experience. Each measurement has a
different offset. To eliminate this kind of system error, it is better
to employ a second-order model for the model structure to
decrease the effect of offsets.

The missing data were corrected by linear interpolation. If the
time interval of the continuous missing data is short, such a
method will not lead to a large error in the model. Otherwise, the
interpolation may result in a large error. In this paper, it is
assumed that there are few time intervals with data missing. In
fact, unless something wrong happens with the communication
network, there are few data missing.

3.2. Model identification and validation

The experimental data were collected over a period of about 17
days (4700� 5 min), in which half of the length (2500 sampling
points) were used for the model identification, and the remaining
data for the model validation.

The model structure is a second order ARX model (Aðq�1Þ;

Bðq�1Þ and Pðq�1Þ are polynomials of q�1 of two consecutive
orders). The disturbance is not considered for it is difficult
to know its distribution class. A second order ARX model is
employed and expected to decrease the influence of the offsets of
measurements and the disturbance in a limited period.

The next step is to identify the time delays in (10). The delays
in the variables, gate flows and water levels outside the gate are 1.
The other time delays are estimated based on comparison of ARX
models with different delays in the range of ½1;100�. The result is
shown in Table 1.

The parameters in an ARX model (9) are estimated with the
least squares method, and the results are shown as follows.

If yðtÞ is the water level ynjð14; tÞ, then the parameters are

Að14; q�1Þ ¼ 1� 1:456q�1 þ 0:459q�2,

Bð14; q�1Þ ¼ 0:073q�1 � 0:014q�2,

Pð14; q�1Þ ¼

�0:004q�1 þ 0:010q�2

�0:039q�14 þ 0:041q�15

�0:085q�67 þ 0:085q�68

�0:007q�97 þ 0:009q�98

2
666664

3
777775

. (11)
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Table 1
Time delays identified from the data.

Output Input

14 16 19 20

14 – 14 67 97

16 72 – 19 38

19 98 35 – 8

20 95 32 14 –
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If yðtÞ is the water level ynjð16; tÞ, then the parameters are

Að16; q�1Þ ¼ 1� 1:342q�1 þ 0:346q�2,

Bð16;q�1Þ ¼ 0:256q�1 � 0:061q�2,

Pð16; q�1Þ ¼

�0:039q�1 þ 0:0484q�2

�0:075q�72 þ 0:081q�73

�0:002q�19 � 0:016q�20

�0:011q�38 � 0:004q�39

2
666664

3
777775

. (12)

If yðtÞ is the water level ynjð19; tÞ, then the parameters are

Að19; q�1Þ ¼ 1� 1:015q�1 þ 0:028q�2,

Bð19;q�1Þ ¼ 0:327q�1 � 0:031q�2,

Pð19; q�1Þ ¼

�0:006q�1 þ 0:009q�2

0:049q�98 � 0:046q�99

0:113q�35 � 0:121q�36

0:170q�8 � 0:170q�9

2
666664

3
777775

. (13)

If yðtÞ is the water level ynjð20; tÞ, then the parameters are

Að20;q�1Þ ¼ 1� 1:661q�1 þ 0:668q�2,

Bð20; q�1Þ ¼ 0:260q�1 � 0:163q�2,

Pð20; q�1Þ ¼

�0:054q�1 þ 0:059q�2

�0:068q�95 þ 0:072q�96

0:016q�32 � 0:028q�33

0:020q�14 � 0:029q�15

2
666664

3
777775

. (14)

It is noticed that the control input uðiÞ is zero during most of the
experimental period, which may result in difficulty in identifying
Aðq�1Þ. In ARX model identification, the data should satisfy
the persistence of exciting (Ljung, 1999). The data for model
identification and validation are selected from the real time
operational data. In the paper only the data that vary with respect
to time are selected to avoid unexciting. Here carefully selected
data are assumed to be persistently exciting without proof and
the parameters Aðq�1Þ; Bðq�1Þ and Pðq�1Þ are identified with the
selected data.

When the identified model is used for 24-step (2 h) ahead
prediction, the result is shown in Figs. 3–6.

3.3. Analysis

From Table 1 and Fig. 2 it can be seen that the length of time
delay is consistent with the distance between the measurement
points. The longer the distance is, the longer the time delay is. This
is because in the studied Enclosing Dike, the connection types of
the measurement points (excluding the water levels outside the
Enclosing Dike) are non-channel connections, whose time delay is
influenced by hydraulic conductivity and distance. In the regional
area of the Enclosing Dike, hydraulic conductivities are in a
very narrow range for the materials are almost the same. So the
time delays mainly reflect the difference in the distances. The
identification result confirms this phenomenon.

Another phenomenon is that when a gate is open, the water
level inside the gate varies with the change of outside the gate. It
can be seen from Fig. 7 that the water levels inside and outside the
gate are almost equal when the gate is open. This is easy to be
understood. When there is a difference between the water levels,
flow will occur to compensate for the difference. In the model, the
flow rate through the gate is very small when the gate is open if it
is calculated through the difference of the water levels at a specific
time. Actually, the flow rate refers to the flow during a sampling

period, so in the model, such a flow is calculated based on the
difference between inside water level at present and outside
water level at the next sampling time. Taking into consideration
the offsets of the measurements, it is calculated based on the
difference between the inside (or outside) water levels at present
and at the next sampling time. The contribution to the inside
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water level variation is from the outside water level when the gate
is open. Such a phenomenon is reflected on the parameter value of
the flow rate through the gate, which is usually larger than other
parameters in the model, as can be seen from Eqs. (11)–(14).

For a more accurate model, it can simply be assumed that
when the gate is open, the inside water level is equal to the
outside water level and is not related to other variables. When the
gate is closed, the relationships with other variables are identified
with experimental data.

When a gate is closed, the inside water level is influenced
greatly by disturbances or unmodelled variables, for example,
unmodelled water resources, rainfall, irrigation demands or
evaporation. The fast variation of unmodelled variables leads to
a large error in prediction. So, in further study, more variables,
such as rainfall, the evaporation rate, water levels in other points
of the area and irrigation flows, could be included in the model.

The statistics of prediction errors are shown in Table 2 for the
identification period and Table 3 for the prediction period.

In comparing Table 2 with Table 3, it can be seen that the
prediction errors are not much worse in the prediction period
than in the identification period, which means that the prediction
errors mainly result from the unmodelled variables. With more
variables included in the model, the errors will decrease. This
proves the feasibility of the modelling methodology.

From Table 3, it is also seen that the errors in 2 h-ahead
prediction are acceptable in decision-making on the management
and operation of the Enclosing Dike. When a particular security
redundancy of the water level is considered, the operation can be

planned based on the model (10) and the prediction error will be
tolerant. With a decrease in the prediction period and an increase
in measurement points, accuracy will be improved.

3.4. Future work

Further study based on a specific dam-river network system
will proceed with some application issues being considered.
The other direction is the application of a model based on the
proposed modelling methodology in the management and
operation from the point of view of the whole network system.

Model (9) facilitates the study on the control problem of dam-
river network systems. With this model, different kinds of control
problem can be formulated for a dam-river network system. For
example, a local output feedback for water level regulation can
easily be formulated in the following ways: Local water lever

regulation: To find a controller in the following form:

uðtÞ ¼LðyðtÞ;wðtÞÞ, (15)

such that the water level limt!1ðyðtÞ � ycðtÞÞ ¼ 0, where ycðtÞ is
the reference output.

For local water level safety control, the objective is to find a
controller in the form (15) such that the output yðtÞ is kept in the
safety range ½Y ;Y �.

When several points (indexes are 1; . . . ;N) are considered in a
study, there are coupled equations in the form of (9) composing a
model for the network system. Then, based on the series of
models, the control problem can be formulated from a global
viewpoint. For example, the optimal water level regulation can be
formulated as follows.

Optimal water level regulation: To find a controller in the form
of

uðtÞ ¼LðyðtÞ;wðtÞÞ, (16)

such that the performance function

f ¼

Z
ðyTLyþ uTPuÞdt, (17)

is minimized with L;P as weighting matrices.
Of course, many other formulations can be proposed based on

the mathematical model (9).
These control problems will be dealt with elsewhere.
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Table 2
Prediction error in identification period.

Min Max Mean Std

ynjð14; tÞ �0.5216 0.8047 0.0130 0.1637

ynjð16; tÞ �0.2301 2.4509 0.7914 0.4076

ynjð19; tÞ �0.2701 2.4171 0.5088 0.3943

ynjð20; tÞ �0.4527 2.5366 0.5730 0.4583

Table 3
Prediction error in prediction period.

Min Max Mean Std

ynjð14; tÞ �0.3832 0.6324 �0.0035 0.1366

ynjð16; tÞ 0.0489 1.8466 0.7894 0.3014

ynjð19; tÞ �0.1309 1.0925 0.4181 0.2422

ynjð20; tÞ �0.2582 1.2037 0.5135 0.3143
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4. Conclusions

A very simple modelling methodology is proposed in this paper
for modelling natural dam-river network systems. In the model, only
water level measurements are used in combination with some
control variables, such as gate openings and pump flow rates.

Considering the complexity of a natural dam-river network
system, this modelling methodology is very simple. The proposed
model structure is based on some hydraulic principles. With the
experimental data, the parameters in the model can be identified.

An application example is given to show the feasibility of the
modelling methodology. Some application issues in the example
are considered, such as data synchronization, data offsets and
missing data. Preprocess of the data is necessary.

With the analysis of the model identification and validation
results, the physical significance of time delays is discussed
together with the hydraulic characteristics. Some improvement
measures for the model are proposed, based on the analysis
results.

The accuracy of such a model in the application of prediction is
discussed. The model shown in this paper is good enough for 2 h-
ahead prediction. This means that decisions on management and
operation can be made based on 2 h-ahead prediction. Compared
with the present decision-making mechanism (based on present
states), it is an improvement. Moreover, the existing decision-
making is based on present local measurements, while with the
proposed model, such decision-making can be based on the
measurements in the network system. Optimal operation is
possible from the point of view of the network system.
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