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a  b  s  t  r  a  c  t

A  multiple  objective  optimisation  model  is  formulated  to help  decision  makers  to  make  an  optimal  deci-
sion when  investing  in energy-efficient  building  retrofitting.  The  objectives  are  to  maximise  the energy
savings  and  minimise  the  payback  period  for a given  fixed  initial  investment.  The  model  is formulated  as  a
multi-objective  optimisation  problem  with  the  net  present  value  (NPV),  initial  investment,  energy  target
and payback  period  as  constraints  and  it is solved  using  genetic  algorithms  (GAs).  The  optimal  decision
is  reached  by  choosing  the  most  optimal  actions  during  energy  retrofit  in  buildings.  The  model  is applied
to  a  case  study  of  a building  with  25  facilities  that  can be retrofitted  that  illustrates  the  potential  of high
energy  savings  and  short  payback  periods.  The  sensitivity  analysis  is also  performed  by  analysing  the
influence  of the auditing  error  of the  facilities,  wrongly  specified  energy  savings,  the  initial  investment,
changes  in  interest  rate  and  the  changes  of electricity  prices  on  the  payback  period,  the  maximum  energy
saved  and  NPV  of  the investment.  The  outcome  of this  analysis  proves  that  the  model  is  robust.

©  2013  Elsevier  B.V.  All rights  reserved.

1. Introduction

The current energy shortage around the world is the reason that
energy efficiency is a subject of interest today. The most viable
option to counteract this problem is by reducing the current energy
consumption. With buildings consuming around 40% of the world’s
total energy [1],  it would be beneficial to invest in building energy
efficiency retrofit projects. In order to improve the energy effi-
ciency of buildings, inefficient facilities are often replaced by highly
advanced energy efficient ones. A whole range of facilities can be
retrofitted if there is unlimited funding, although usually this is not
the case. Nevertheless the following are some of the retrofit actions
that can be taken [2–4]:

• Building improvements – insulating the roof, replacing the sin-
gle glazing windows with double glazing windows and installing
solar shading.

• HVAC system improvements – installing energy efficient systems
with advanced controls.

• Energy efficient lighting – replacing incandescent lighting by
compact fluorescent lighting (CFL) or LED lighting.

� A preliminary version of this paper has been presented at the IFAC Power Plant
and Power System Control 2012, Toulose, France, 2–5 September, 2012.
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• Replacing inefficient equipment – replacing cathode ray tube
(CRT) computer monitors with liquid crystal displays (LCD).

• Electromechanical improvements – installing power factor cor-
recting capacitors to improve the power factor.

The main problem is that most investors are reluctant to invest
in energy saving projects such as retrofit projects. This is because
such projects are often not able to compete with other investments
within the institutions or companies due to unclear benefits. But
this is not the case if an investment in energy-efficiency projects
is made with the help of decision making tools that can identify
large monetary savings. Furthermore, this makes energy efficiency
projects competitive with other projects. A decision can be made
using the following two approaches [5–9]:

• In the first approach, an energy expert carries out an energy
analysis of the building and several alternative scenarios will be
developed and evaluated.

• In the second approach decision-making tools such as multi-
objective or multi-criteria combined with simulations are applied
to assist the decision maker to reach a final decision among a
given set of alternative actions.

The multi-criteria technique in the second approach has been
used to assist the designers to select the most feasible actions
during the initial stages of a renovation project, for energy effi-
ciency improvement of a building [9].  The major setback of this
technique is that it is based on predefined sets of actions and

0378-7788/$ – see front matter © 2013 Elsevier B.V. All rights reserved.
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scenarios that should be pre-evaluated. In such a case there is no
guarantee that the solution reached is the optimal one [7].  Due
to the complexity of decision-making problems especially ones
with multiple objectives, the multi-objective optimisation tech-
nique is a suitable candidate to model these problems, because it
can explore potentially an unlimited number of alternatives. This
technique is used by many researchers mainly with the objective
to reduce the cost of the materials and to maximise energy savings.
The possibility to use the multi-objective optimisation model to
solve the decision problems that consider as many options as possi-
ble is widely accepted. [8] Simultaneously minimises the following
three objectives: the energy consumption of the building; the initial
investment cost; and the annual carbon dioxide emission. [9] Stud-
ies a similar problem to balance the energy, environment, financing
and social factors. The hybrid decision system is suggested by [10]
for sustainable renovation of office buildings and improvements
in energy performance, where the decision-maker is facing the
challenge of making trade-offs between renovation costs, environ-
mental impacts and improved building quality. The weakness of
these studies is that they do not consider the payback period of the
investment as one of the objectives. They consider a case of unlim-
ited funding which is not always possible because most of the time
there are budget constraints. Another shortfall of these researches
is that they do not perform the sensitivity analysis or the robustness
test on the model. According to [11] every model has a high proba-
bility of having uncertainty with regard to some of its parameters.
This issue can be addressed by performing the sensitivity analysis
or the robustness test. In the study [12] a sensitivity analysis is used
before the decision making to validate the robustness of the design
decision related to the energy consumption and comfort. The study
in [13] makes use of sensitivity analysis to predict the night cooling
performance of internal convective heat transfer modelling and the
result reveals that some choices of the convectional algorithm may
affect the energy and predictions related to the thermal comfort.
The study in [14] inspects the robustness of the methodology used
to estimate the hourly energy consumption of a given building that
considers discrepancies of the parameters within a building. The
results show that the methodology can eliminate the errors caused
by discrepancies. The research in this paper addresses these short-
comings of the previous researches by constructing a model that
will maximise the energy savings and minimise the payback period
of the investment, and there will be trade-off between the two if
necessary. The contribution of this paper is the addition of the pay-
back period of the investment as an objective, something that has
never been considered by previous studies. A sensitivity analysis is
performed to illustrate the robustness of the model. The model is
constrained by budget, targeted energy savings and acceptable pay-
back periods. This model also considers the time value of money by
making use of the net present value (NPV). The research conducted
by [8,9] present a model that is applicable to the design phase of the
building, while the research under this study will present a model
that can be used during the operation stage of the building. The
model in this paper is applicable to many similar energy retrofit
and renovation projects.

Because of the complexity of the multi-objective optimisation
models, an easy way to solve them is to use the genetic algorithms
(GA). GA can be viewed as a family of computational models that are
inspired by evolution. To illustrate the effectiveness of the model
obtained in this paper, GA is used to solve the multi-objective opti-
misation model. Note that other types of popular algorithms, such
as particle swarm optimisation, simulated annealing, ant colony,
and so forth, may  also be applied to solve the obtained model.

The paper is organised as follows: in Section 2, an opti-
misation model for investment decision making in buildings
energy-efficiency projects is formulated. In Section 3 the optimi-
sation model is applied to a case study. The results and simulations

of the case study are presented in Section 4. The conclusion is given
in the last section.

2. The multi-objective optimisation model

2.1. Problem formulation

The modelling of the energy retrofit problem as a multi-
objective optimisation problem is considered in this section. The
optimisation model will help the decision-maker to select the most
optimal actions to take in order to optimise the objectives. An initial
investment will be given and a decision should be made to optimise
the following objectives:

• Maximising energy savings and
• Minimising the payback period of the investment. The optimisa-

tion model is subjected to NPV, payback period, budget and the
energy target constraints.

2.2. Optimisation model and constraints

Let xi be a variable representing the quantity of type i facilities
to be replaced during the energy retrofits, 1 ≤ i ≤ n. xi must be an
integer because the number of facilities cannot be decimals. The
optimisation variables of the optimisation model are (x, T) with
x = (x1, . . .,  xn) and T is the time frame of NPV that will be determined
through inequality (4).  Since the number of facilities that can be
retrofitted is always limited, all the variables must be bounded by
the inequality that follows:

0 ≤ xi ≤ li, i = 1, . . . , n, (1)

where li is the maximum number of type facilities allowable. The
initial investment of the facilities is given by I0 =

∑n
i=1xibi and B =∑T

t=1Bt is the total annual cost savings of the proposed alternative
where Bt =

∑n
i=1aixici(1 + rt)) is the cost savings at time instant t.

ai is the total average annual energy savings of each facility is given
by ai = ECexisting − ECproposed.

The two  objectives are to minimise the payback period (f1(x))
and to maximise the annual energy savings (f2(x)),

f1(x) = I0
B

=
∑n

i=1xibi∑T
t=1

∑n
i=1aixici(1 + rt)

, (2)

f2(x) = a1x1 + a2x2 + . . . + anxn, (3)

subject to:

NPV :=
T∑

t=0

(Bt − Ct)

(1 + dt)
t

− I0 ≥ 0, (4)

0 ≤ T ≤ �, (5)

b1x1 + b2x2 + . . . + bnxn ≤ ˇ, (6)

f1(x) ≤ 0.1Z, (7)

f2(x) ≥ 0.1˛, (8)

where ai is the average annual energy savings of ith type facility
in kWh, bi is the unit price of the ith type facility, ct

i
is the cost

of electricity in $/kWh at time t, Bt represents the benefits in year
t due to energy savings ($), Ct represents the operational cost in
year t ($), dt is the discount rate at time t, � the integer that makes
NPV non negative,  ̌ is the budget of the project ($),  ̨ is the energy
baseline (kWh), rt is the rate at which electricity price increases,
ECexisting is the energy consumption of the of the existing facilities,
and ECproposed is the energy consumption of the of the proposed
facilities.
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The objective function f1(x) is the ratio of the initial investment
cost by the cost savings as a result of the energy retrofit project.
The objective function f2(x) is the sum of products of the quan-
tity of retrofitted facilities and the quantity of energy saved. The
two objective functions form an optimisation problem that is sub-
ject to constraints of NPV, payback period, budget and the target
energy. One of the requirements from investors is that NPV must
be greater than zero at the payback period of the investment, hence
(4) is the constraint of f1(x). There is no definite way to calculate
the exact value of the discount rate dt. In most cases the bonds
interest of the government is used as a substitute. In South Africa
the recommended interests range between 7 and 10%. In this paper
the discount rate is taken to be 9%. However, under the sensitivity
analysis the discount rate varies. The payback period should be as
short as possible for the investment to be attractive. The investor
will specifies the desired duration to recover the investment; this
is shown by (7) which is also the constraint to f1(x). The investor is
willing to invest a limited amount of money, f2(x) is constrained by
(6). The target is to save a certain percentage of energy relative to
the baseline energy. Therefore (8) is also a constraint to f2(x).

3. Genetic algorithm with a non-stationary penalty
function

The problem presented in this paper is a multi-objective prob-
lem and there are two methods of solving such a problem. The
first one is by combining the objectives into one scalar fitness/cost
function and the second method is by finding the Pareto solutions.
The first method makes the multi-objective problems easier to be
solved by GA [15] and it also gives the decision maker the ability
to put more emphasis on certain objections compared to others.
The first method is used in this paper. A constant weight must
be assigned to each objective depending on its importance in the
fitness function. The objective functions in (2) and (3) can be com-
bined to form a single-objective function that will be minimised:

min(�1f1(x) − �2f2(x)), (9)

where �1 and �2 are positive weighting factors satisfying

�1 + �2 = 1. (10)

The minimisation problem in (9) is constrained by (4)–(8).  GA is
initially designed to handle unconstrained optimisation problems,
there is a need to use additional tools to keep the solutions within
the feasible domain [16]. The penalty function method is the most
commonly used method to handle the constraints and it is also used
in this paper. The penalty functions method rejects the infeasible
solutions by penalising them heavily and reducing their fitness
values according to their degrees of constraint violation. Then (9)
transforms into a integer programming problem:

min(�1f1(x) − �2f2(x)) + p

N∑
r=1

max(0,  hk) (11)

where p is the penalty parameter, hk are the constraints and N is
the number of constraints. Then hk is as follows:

hk =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−NPV, for k = 1

b1x1 . . . bnxn − ˇ, for k = 2

I0
B

− Z, for k = 3

−(a1x1 . . . anxn) + ˛, for k = 4

The limitation of the penalty method is that it is very difficult
to choose a suitable value of p. Research shows that if one makes
the value of p bigger more emphasis is placed on convergence to

the feasible domain and the GA moves very quickly to the feasible
domain which might be far from optimal. Conversely by making the
value of p smaller, less emphasis will be placed on feasibility and
the chances of converging to the feasible domain become less. To
overcome this limitation a non-stationary penalty function is used
in this paper. The non-stationary penalty method depends on the
generation number as this number increases so does the penalty
[17]. In this paper the following are the steps taken to solve integer
programming in GA:

Step 0: Generate a random initial population of integer x(j) :=
(xj

1 . . . xj
n) for j = 1 . . . Q where Q is the population size. The

population satisfies the inequalities in (1).
Step 1: Calculate the values of the objective function in (11) for

the generated population, i.e.,  evaluate the fitness of the
individuals in the population.

Step 2: Rank the individuals according to their fitness and take the
top half as parents. Use the probability distribution func-
tions to assist in selection of the individuals that will mate.
Two  random vectors are created that will be compared with
the probability density function in order to assign indices
of the parent individuals that will mate. After the compar-
ison the indices are stored in two different vectors which
are parent 1 and parent 2. For example if index 1 of parent 1
is 5 and the index 1 of parent 2 is 21 that means individual
5 and 21 will mate to produce two  new offsprings.

Step 3: Mating or crossover every parents to produce new off-
spring. To ensure that the population integers remain, a
single point crossover is employed. Generate a random
number that assists in selecting the crossover point. The
new offsprings are generated by exchanging parts of the
parent individuals to each other. This procedure continues
for the rest of the population.

Step 4: Genetic mutation. The process of mutation makes the popu-
lation diverse. The random numbers are generated to select
which parts of the individual should be mutated. Also the
new individuals generated by mutation are integers.

Step 5: If termination conditions are met then the algorithm ter-
minates, otherwise it returns to Step 2. In the case of a
stationary penalty function if the solution is not feasible,
the penalty parameter is changed. But in this paper a non-
stationary penalty function is applied and if the solution
found is deemed final.

This GA method is a modified version of the one formulated
by [18]. The similar method to solve integer problem in GA is sug-
gested by [19] and it is applied in the operational planning of district
heating and cooling plants. The GA parameters are set as follows:

• The population size is set to be 100 as it provides a high diversity
of the solutions and the population size above 100 is found not
to give much benefits compared to the former while taking more
time to converge.

• The selection rate is set to be 50% meaning the top performing half
of the individuals are selected as parents and this parent selection
rate and method shows better performance.

• For mutation rate [18] suggests that it should be between 0.05
and 0.35 usually finds the best minima. In this paper the mutation
rate is set to 20% as it shows much better performance than other
values and a single crossover point is employed.

4. Results and discussion

To illustrate the efficiency of this optimisation model a simple
building is considered as the case study.
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Table  1
Existing facilities (units), proposed alternative, maximum possible quantity, unit price and unit energy savings.

Existing facilities (units) Proposed alternative Maximum possible
quantity

Unit price ($) Unit energy
savings (kWh)

No sensors installed Motion sensor 202 196 1141
50  W downlight type 1 13 W energy saver globe 537 16.36 208
50  W downlight (dimmable) type 1 35 W new lamp ECG 145 14.19 102
18  W recessed fitting type 1 18 W retrofit ECG 270 11.72 21
54  W recessed fitting type 1 36 W triphospher tubes 1271 65.67 232
2x58  W vapour proof fitting 58 W retrofit ECG 58 21.25 67
50  W downlight type 2 13 W energy saver globe 309 3.66 208
50  W downlight (dimmable) type 2 35 W new lamp ECG 22 9.03 102
2x18  W recessed fitting type 2 18 W retrofit ECG 135 23.44 21
2x36  W vapour proof fitting 36 W retrofit ECG 6 27.44 42
54  W recessed fitting type 2 36 W triphospher tubes 1187 70.31 232
58  W open channel fitting 36 W open channel ECG 525 36.31 454
3x36  W Old LBR fitting 2x36 W new LBR fitting 254 71.88 237
Compact fluorescent 13 W energy saver globe 40 28.44 3187
High  efficiency fluorescent 35 W new lamp ECG 14 14.19 3080
T12  lamps T8 lamps 1400 9.64 34
Old  chillers New chillers 4 147,125 25,392
Poor power factor Power-factor correction 1 55,000 101,567
Electric geyser 3 kW heat-pumps 9 1250 10,989
Electric geyser 22 kW heat-pumps 3 13,750 1006
Electric geyser 9 kW heat-pumps 94 1250 210,989
High  flow showerheads Low-flow showerheads 360 11.25 278
No  heater wrap installed Heater wraps 107 21 273
No  thermal traps installed Thermal traps 107 8 380
No energy management and

control systems installed
Energy management and
control systems

1 300 2790

4.1. Case study

The building has 25 inefficient facilities that can be replaced
by efficient ones. Table 1 gives details of these inefficient facili-
ties, proposed alternatives, and the corresponding investment and
saving information. In Table 1, the column ‘Maximum possible
quantity’ refers to the maximum number of alternative facilities
which can be used to replace existing inefficient facilities. These
maximum quantities are usually determined by the energy audit
through various considerations such as whether there is enough
space to install these facilities, whether services rendered by these
facilities can meet the relevant end user demand, whether it is
financially feasible to purchase/install these numbers of facilities,
etc. The column ‘Unit price’ refers to the estimated cost to pur-
chase and install a single facility. The last column ‘Unit energy
savings’ refers to the estimated annual energy savings if an ineffi-
cient facility is replaced by a proposed alternative. The cost savings
associated with the proposed alternatives are given in Fig. 1. The
cost savings are calculated by multiplying the electricity price by
estimated unit energy savings, and some of unit cost savings are
taken from [20]. The currency of the unit price and cost savings is
the US dollar ($) which is estimated to eight South African Rands
(1 USD = R8), though it fluctuates everyday. The initial investment
is not directly proportional to the energy savings realised by these
units. The initial investment includes the labour cost. Currently
the average baseline energy of this building is 10,655,711 kWh
per year. The weighting factors �1 and �2 are changing from 0
to 1. When the payback period gets a weight of �1 = 1 and the
energy savings weight of �2 = 0, the model is designed to select
the actions with an emphasis to minimise the payback period. But
when the energy savings get a weight of �2 = 1 and the payback
period weight of �1 = 0, then the opposite is true. The values of �1
and �2 resulting in an optimal solution should be between 1 and
0. The optimisation model selects optimal actions (proposed alter-
natives) in such a way that they satisfy all the constraints given by
(4)–(8).

Six cases with different budgets are considered; they all have a
budget between $62,500 and $375,000.

• Case A: The initial investment is $62,500, the desired pay-
back period of the investment is less than three years and the
targeted energy to be saved is 10% or more of the baseline
energy.

• Case B: The initial investment is $125,000, the desired pay-
back period of the investment is less than three years and the
targeted energy to be saved is 10% or more of the baseline
energy.

Fig. 1. Unit cost savings realized by proposed alternatives ($).
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Table  2
Optimal actions.

Proposed alternative Case A Case B Case C Case D Case E Case F

Motion sensor No solution 119 134 70 197 197
13  W new energy saver globe type 1 No solution 536 530 527 528 529
35  W new lamp ECG type 1 No solution 102 133 124 133 142
18  W retrofit ECG type 1 No solution 17 19 26 22 5
36  W new triphospher tubes No solution 25 23 2 158 290
58  W retrofit ECG No solution 8 7 1 48 51
13  W new energy saver globe type 2 No solution 181 148 133 201 162
35  W new lamp ECG type 2 No solution 17 10 22 21 7
18  W retrofit ECG type 2 No solution 5 0 34 8 48
36  W retrofit ECG No solution 0 1 0 2 5
36  W triphospher tubes type 2 No solution 33 13 37 297 1033
36  W open channel ECG No solution 472 479 520 508 519
36  W new LBR No solution 153 204 251 235 203
13  W energy saver globe type 3 No solution 40 38 39 40 40
35  W new lamp ECG type 3 No solution 14 14 14 14 14
T8  lamps No solution 101 240 509 940 1316
New  chillers No solution 0 0 0 0 0
Power-factor correction No solution 0 0 1 1 1
3  kW heat-pumps No solution 0 0 0 0 0
22  kW heat-pumps No solution 0 0 0 0 0
9  kW heat-pumps No solution 35 81 91 94 94
Low-flow showerheads No solution 315 326 353 317 348
Heater wraps No solution 82 106 102 99 87
Thermal traps No solution 101 101 103 103 106
Energy management and control systems No solution 0 0 0 0 1

• Case C: The initial investment is $187,500, the desired payback
period of the investment is less than three years and the targeted
energy to be saved is 10% or more of the baseline energy.

• Case D: The initial investment is $250,000, the desired payback
period of the investment is less than three years and the targeted
energy to be saved is 10% or more of the baseline energy.

• Case E: The initial investment is $312,500, the desired payback
period of the investment is less than three years and the targeted
energy to be saved is 10% or more of the baseline energy.

• Case F: The initial investment is $375,000, the desired payback
period of the investment is less than three years and the targeted
energy to be saved is 10% or more of the baseline energy.

The optimisation problem (11) is difficult to solve, so an exhaus-
tive search method is employed to find T that minimises the
objective function. The optimal actions that optimise the objective
functions are given in Table 2 and some of the solutions due to these
optimal actions are given in Table 3. For case A there is no solution,
as it is impossible to save 10% of the baseline with only $62,500
at disposal. In order to achieve the 10% target an initial invest-
ment of more than $62,500 would be needed. Hence in Table 2 the
optimal actions for case A show no solution. Also in any case it is
impossible to have a solution with �2 = 0. This means it is impossi-
ble to obtain a solution with the emphasis only on minimising the
payback period. From the results in Table 3 it is evident that the
NPV is high when the payback period is low. The optimal actions in
Table 2 are the number of inefficient facilities being replaced by the
proposed alternatives in order to realise the corresponding desired
payback period and energy savings. These optimal actions are for

the case when �1 and �2 are both equal to 0.5. To elaborate on how
the optimisation model in this paper works and what the optimal
actions mean, consider case F in Table 2. The optimisation model
implies that in order to achieve the energy savings and to recoup
the initial investment in the payback period given in Table 3, some
of the optimal actions to be taken are the following:

• Install 197 motion sensors;
• Replace 529 of downlights type 1 with 529 of 1 x 13 W new fitting

with energy-saver globe type 1;
• Replace 142 of 50 W downlights (dimmable) type 1 with 142 of

35 W new lamp ECG type 1;
• Do not change the chillers;
• Implement the power factor correction;
• Replace 94 electric geysers with 94 heat pumps-9 kW;
• Replace 348 highflow shower heads with 348 lowflow shower

heads;
• Put 87 heater wraps around the heaters;
• Install 106 heat traps around the pipes;
• Implement the energy management and control system.

The solutions as a result of these optimal actions are given
in Table 3. These solutions are for a scenario when the discount
interest rate and electricity prices are taken to be constant. The
case where the electricity prices and discount interest rate changes
is considered under sensitivity analysis. It should be noted that
the number of cases are not restricted to six; actually, an infinite
number of cases with different initial investment, desired payback
period and the targeted energy savings can be explored. Increasing

Table 3
Solutions for optimal actions.

�1 �2 Payback period
(Month)

Energy savings
(kWh)

Percentage saved NPV ($) T

Case A 0.5 0.5 No solution No solution No solution No solution −
Case  B 0.5 0.5 17.0 1,269,000 11.9% 29,511.25 2
Case  C 0.5 0.5 17.6 1,803,900 16.9% 225,662.5 4
Case  D 0.5 0.5 20.3 2,005,500 18.8% 76,253.75 2
Case  E 0.5 0.5 17.7 2,280,000 21.4% 59,375 2
Case  F 0.5 0.5 20.3 2,490,000 23.4% 186,250 3
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Fig. 2. Sensitivity of the energy savings (kWh).

Fig. 3. Sensitivity of the payback period (month).

the initial investment always increases the energy savings, but
whether it decreases or increases the payback period depends on
the particular case’s problem.

4.2. Sensitivity analysis

The optimisation model in this paper may  be influenced by
external parameters that are discussed below. To investigate the
sensitivity of the optimisation model due to these influences, case
F with �1 and �2 chosen to be 0.5 and 0.5 is considered for illustra-
tion. The reason for this choice of �1 and �2 is because this is a case
when the payback period and energy savings are equally important.
The results of the sensitivity analysis are given in Figs. 2–4.  These

Fig. 4. Sensitivity of the NPV($).

figures show the influence of the auditing error of the facilities,
wrongly specified energy savings, the initial investment, changes
in interest rate and the changes of electricity prices on the payback
period, the maximum energy saved and NPV of the investment.
The base case in these figures refers to the case when there are no
external influences.

4.2.1. Influence of the auditing error of the facilities
Due to some miscounting of the facilities during the auditing

phase of the project because the are too many facilities to count, for
example a building can have more than one thousand light fittings
to count. According to Figs. 2–4 the energy savings, the payback
period and NPV are 2,052,200 kWh, 18.8 months and $334,887.5,
respectively. The percentage energy savings is 19.2%. Because of the
reduced number of facilities the energy savings are reduced as well
at the payback period.

4.2.2. Influence of electricity prices
The changes in electricity prices affect the cost savings and

hence affect the payback period of the project. This is a scenario that
happened in South Africa where the energy regulator approved the
utility multi-year tariff increase. The tariffs increase by 24.8% for the
2010/2011, 25.8% for the 2011/2012 and 25.9% for the 2012/2013
(South Africa Online, 2010). According to Figs. 2–4 the energy sav-
ings are 1,889,900 kWh, the payback period is 16.6 months and NPV
is $582,275. The percentage energy savings is 17.7%. The energy
savings decrease but the payback period is significantly reduced.
The price increase results in large cost savings that lead to shorter
payback periods.

4.2.3. Influence of wrongly specified energy savings
The energy savings used in this project are obtained from the

manufacturers data sheets, it is found that sometimes these sav-
ings are over compensated. Figs. 2–4 show the solutions when the
energy savings of each facility is lowered by 10%. According to these
figures the energy savings are 1,900,000 kWh, the payback period is
20.7 months and NPV is $271,137.5. The percentage energy savings
is 17.8%. The decrease in the energy savings of each facility leads to
the overall decrease in the energy savings.

4.2.4. Influence due to the increase in initial investment cost
Because of fluctuations in economy and other factors the ini-

tial investment cost of the facilities can increase. This brings a
need to check the influence of this increase on the optimal actions.
Figs. 2–4 show the solutions when the initial investment cost is
increased by 10%. According to these figures the energy savings
are 2,173,500 kWh, the payback period is 26.9 months and NPV is
$120,486.25. The percentage energy savings is 20.4%. The increase
in the initial cost of the facilities affect the cost savings negatively
hence the payback period becomes longer.

4.2.5. Influence of the changes in interest rates/discount rate
During bad and good economic times the inflation rate can

change, this affects the discount rate and hence affects the time
value of money. Figs. 2–4 show the solutions when the interest rate
increases by 2% every year for the duration under study. According
to these figures the energy savings are 1,900,000 kWh, the payback
period is 26.4 months and NPV $124,751.25. The percentage energy
savings is 23.6%. Just like the increase in initial investment, the
increase in interest rates affects the cost savings negatively hence
the payback period becomes longer.

5. Conclusions

The optimisation model is formulated as multi-objective opti-
misation with constraints. The decisions given by the model are



Author's personal copy

E.M. Malatji et al. / Energy and Buildings 61 (2013) 81–87 87

optimal which result in maximum energy savings and low pay-
back periods. The optimisation model is sensitive to the changes in
constraints. Any such a change in constraints prominently affects
the choice of optimal actions. The model is applied to six differ-
ent cases and has proved to be efficient. The results show that it is
impossible to achieve certain objectives, for instance it is impossi-
ble to save 10% of the baseline energy with the initial investment
of only $62,500. The initial investment directly affects the energy
saved and the payback period of the investment. During sensi-
tivity analysis it is realised that the changes in some parameters
affects both the energy savings and payback period. The optimisa-
tion model is found to be robust as it satisfies the constraints even
under the influence of outside parameters. The proposed optimisa-
tion model is not restricted to buildings alone, it may  also be applied
in industries where extra constraints like maintenance costs might
be added to make the problem even more complex.
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