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Abstract

A review of mathematical models for the pathogenesis of HIV is presented. Model identifiability and identification techniques are
applied using the biomedical model and clinical data. Identifiability analysis aids in the determination of measured values and measure-
ment frequency. Parameter identification methods are chosen and developed for sparse and rough samples. Results are reported on two
case studies: vaccine readiness in Southern Africa, drug effectiveness and therapy failures on existing patients in France. Ongoing

research programmes and future opportunities are considered.
© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction and a review of HIV models

The key markers of the disease progression due to the
human immunodeficiency virus (HIV) and the acquired
immunodeficiency syndrome (AIDS) are the CD4+ T-cell
and viral levels in the plasma. A typical dynamics of the
disease progression in an untreated individual is shown in
Fig. 1 [8]. Highly active antiretroviral therapy (HAART),
therapeutic regimens employing drug combinations has
shown its ability to cause dramatic and sustained suppres-
sion of viral replication and immune system recovery. A
typical patient’s response is shown in Fig. 2 [14].

A basic 3D model [24] has been developed to reveal the
dynamics in these figures:

T =s+rp(T,v) —dT — STv,
I* = BTo — uT*, (1)
b=kT" — cv,

where T denotes the healthy CD4 cells, T* denotes the in-
fected CD4 cells, v denotes the free virus particles. Free
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virus particles infect uninfected cells at a rate proportional
to the product of their abundances, fvT. Infected cells pro-
duce free virus at a rate proportional to their abundance,
kT". Infected cells die at a rate uT™, and free virus particles
are removed from the system at rate cv. The total amount
of virus particles produced from one infected cell, the
“burst size”, is k/u. The simplest assumption is that unin-
fected cells are produced at a constant rate, s, and die at
a rate, dT, and p(T,v) denotes the proliferation of the
CD4 cells.

It is estimated that as many as 10'° virions are produced
and destroyed in an infected individual each day [31]. These
findings are consistent with a simple steady-state analysis
of the model (1) (see Ref. [30]). The equilibrium of virus
depicted by the model (1) is

V= ———. (2)

Medical doctors use a term of “‘set-point™ to represent the
relative steady viral level during the asymptomatic stage of
an HIV infection. This corresponds to the equilibrium (2).
Throughout this paper, we will use the term “‘set-point” in
this sense.
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Fig. 1. Typical HIV/AIDS course [8].
500 ¥
400 1
2
8 300 J
'_
% 200t 1
a)
O *
100k * 1
1 1 1 1 1 1 1
-10 -5 0 5 10 15 20 25 30
days
_ 15
E [ x ***
814 * Ky E
Q *
E 13 * :
Z *
T 12 * 1
5 *
s M *
g
S . . . . . . .
1 2 3 4 5 6 7 8
days

Fig. 2. Typical post-treatment dynamics [14].

It can be seen that a model of such a simple nature is
able to adequately reflect the disease progression from
the initial infection to an asymptomatic stage where the
set-point is reached. This is one of the reasons why this
model was used in the estimation of set-points in the vac-
cine programme [11,10] (see also Section 3.1).

One of the interpretations of antiviral drugs, reverse
transcriptase inhibitors (RTI) and protease inhibitors (PI)
in particular, is that they reduce infection of healthy cells
[23]. Under an ideal situation, a 100% effective inhibitor
corresponds in the model to setting f = 0. This understand-
ing has yielded estimates for x and ¢ in Ref. [31] at roughly
0.45/day and 3/day, respectively.

The pool of virus producing cells has been estimated to
be very small (3 x 107 [2]). If there are no other sources of
hidden virus, the eradication of all the virus would take
only about 25 days (3 x 107 exp(—0.45 x 25) < 1).

Even though the basic model is only valid for a short
period of the disease progression, researchers still use it
to explain the hallmark long term depletion of CD4+ T-
cells [1]. The prolonged, high level output of HIV in vivo
reflects an active, ongoing, process in which CD4 lympho-
cytes are being infected and killed in large numbers.

Perelson et al. observed that, after the rapid first phase
of decay during the initial 1-2 weeks of antiretroviral treat-
ment, plasma virus levels declined at a considerably slower
rate. This second-phase of viral decay was attributed to the
turnover of a longer-lived virus reservoir of infected cell
population, which can be adequately described by a long-
lived cell model.

A latently infected cell model was also proposed,
because additional cellular reservoirs of virus were found
in lymphoid tissues [13], particularly on the surface of fol-
licular dendritic cells (FDC). The source underlying the
second-phase kinetics might be the release of virions
trapped in the lymphoid tissues. It could be linked to
infected macrophage, and/or due to the activation of
latently infected cells.

The long-lived cells were determined to have a half-life
of 1-4 weeks. This means that on average it would take
between two and a half to 3 years of perfectly effective
treatment to eradicate the virus. This estimate generated
significant enthusiasm and optimism in 1996 [28]. As it
turned out that a third-phase of HIV decay was observed
from continued study of persons who had remained on
HAART for extended periods of time. This study sug-
gested that there possibly exists a reservoir of long-lived
CD4+ memory T-lymphocytes [30]. The kinetics of decay
are extremely slow, and the half-life of the memory cell res-
ervoir has been estimated at between 6 and 44 months. As a
consequence, the predicted time required for effective anti-
retroviral therapy to fully eradicate HIV from the body
ranges from 9 to 72 years. It implies that conventional anti-
retroviral regimens are not a true virologic cure. Table 1 is
a summary of these important findings. Most of informa-
tion can be found or deduced from Ref. [7].

The above theories and models are the results in only
one direction of the research devoted to addressing some
deficiencies of the basic model (1). The above description
does not cover all the known model deficiencies, nor does
it exhaustively list all models developed to address the
drawbacks. For example, a totally different theory pro-
posed by Grossman and colleagues says that the very slow
rates of viral decline which occur following initiation of
HAART can be best explained if most of the virus is pro-
duced by cells infected after the commencement of treat-

Table 1

Virus reservoir and life span

Infected cell Size Half-life Eradication
Active CD4 3% 107 1 day 25 days
FDC 3x 108-10" 1-4 weeks 0.5-2.8 yr
Macrophage n.a. 1-4 weeks n.a.
Memory CD4 10°-10° 6-44 months 9-72 yr
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ment. [12]. A few multi-compartment models [3,29] were
proposed to reveal virus trafficking between different com-
partments. Another model by Ref. [18] was to capture the
altered lymphocyte circulation patterns between the lymph
system and blood due to HIV-induced enhanced lymph-
node homing and subsequent apoptosis of resting CD4+
T-cells. The cytotoxic T-lymphocytes (CTL) models
[19,22] deal with the interactions between viruses and
immune response. The quasi species models of viral
dynamics explore the effect of mutation of virus replication
and the emergence of drug resistance. There are also mod-
els about antigenic variations in single and multiple epi-
topes [25]. Stochastic models [34] offer alternatives to
look at the infection and progression of the disease. Refer
to [4] for some of the early models, and [30,24,1] for other
important models. Refer to Ref. [37] for some of the newest
models.

These developments have brought researchers to face a
number of challenges. It is clear that the modelling
approach has paved the way for theoretical research and
has changed the perception of people about the disease.
This is achieved by extracting key features from the model
parameters. Researchers using mathematical models often
assume the process act deterministically, such that accurate
models will precisely describe the evolution of the infection
and disease. This approach, fundamentally different from
the “orthodoxical” medical approach based on statistics
over large population, relies on a rapid collection of indi-
vidual patient’s data over a short period of time. Even
though there are general observations that can be made
from the model and its structure, it is only when the model
is tailored to each patient’s individual parameters that clear
benefits in the treatment strategy arise. More complex
models involve more variables, and thus need more data.
The records of patients in current clinical practise are typ-
ically sparse and rough. There is a need to strike a balance
in model complexity and usability in order to use the HIV/
AIDS models as a tool for treatment decisions. The pur-
pose of this article is to put together some of the work
on the HIV model building by taking into consideration
of limited and poor data available in current clinical prac-
tise. The following sections show applications of some sim-
ple models. Control engineering techniques are used for
model development.

2. HIV/AIDS parameters

In this Section 2, it will first be shown how an identifi-
ability study of some simple HIV/AIDS models helps in
formulating guidelines for clinical testing and measure-
ment. Some parameter estimation methods will be
described.

2.1. Identifiability

For identification of HIV/AIDS model parameters, the
measured variables must first be determined. Clinically,

many variables can be measured, though some of them
with limited accuracy and high cost. The clinical practise
recommended by some medical guidelines [35] is to mea-
sure the viral load and the CD4+ T-cell counts in plasma.
Since CD4+ T-cells are predominantly healthy cells [15],
also for technical reasons (see [38]), it is assumed that viral
load and healthy CD4+ T-cells are measured outputs.

The following questions then arise: What is the minimal
number of measurement samples for the CD4+ T-cell and
the viral counts? When should these measurements be
taken? Can one determine accurate estimates of model
parameters from these measurements?

Identifiability is a basic system property to address these
questions. To illustrate this, and for simplicity consider (1)
with the proliferation term, and take the outputs as

y1:T>

V=10,

3)

the system (1) is identifiable, as was shown in [39]. The sys-
tem (1) has six parameters, denoted by

7= (s,d,B,c, k)"

Identifiability or precisely, algebraic identifiability [39],
means that all parameters y can be determined from the
measured output. To actually find the parameters, higher
order differential equations of the output can be calculated:

1 =01+ Oy + 03,5, (4)
V2 = 0492 + Osy, + 06y, v, (5)

where O = (01,0,,05,0 4,05,00)" =(s, —d,—p,—p —c,
—uc,kP) T. © defines a one-to-one map for f # 0 and
¢ > p [24]. Therefore, the identification of the original
parameters of Eq. (1) is equivalent to that of @. Thus, all
the original parameters are identifiable from the measure-
ment of the viral load and the CD4+ T-cell counts in the
blood of an HIV patient.

It is necessary to generate a minimum of six equations
based on (4) and (5), three from each equation. This can
be achieved by differentiating Eqs. (4) and (5) two more
times, resulting in derivatives of y; and y, up to the order
of 3 and 4, respectively. To cope with these order of deriv-
atives, one concludes that at least four measurements of the
CD4+ T-cell count y; and five measurements of the viral
load are needed for a complete determination of all the
HIV/AIDS parameters in the three-dimensional model
(1). Identifiability of other models, and with different mea-
sured outputs, is studied in [39,17,16].

2.2. Parameter estimation

2.2.1. Least square estimates
For simplicity, assume that measurements )Y, yi, y1, 3,
S, ¥, 3, »3, and ilable (th ipts denot
¥, Y3 V5, 5, and y; are available (the superscripts denote
sample numbers), the following three equations can be gen-
erated based on Eq. (4), in which the derivative of y; is
approximated by Ay/At:
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If the matrix A is nonsingular, then there is a unique solu-
tion for 6;, 6, and 65, and hence estimates for s, d and f.
These are essentially least square (LSQ) estimates.

On the other hand, when either y; or y, is constant, A
can never be nonsingular for any choice of measurement
interval. In the long asymptomatic stage, the viral load y,
remains constant, and in the short period after chemother-
apy treatment, the CD4+ T-cell count does not change sig-
nificantly (see the assumptions made in [14,36]). Therefore
during these two time periods, a complete determination of
s,d and f is impossible. Similar conclusions can be drawn
from working with Eq. (5) for the estimates of y, ¢ and £.

This analysis also helps to indicate the most likely period
for a complete estimation of parameters. An intuitive inter-
pretation of the above analysis is that when the rate of
change of y; and y, are sufficiently rapid and the cumula-
tive strength of the virus (y,) is bounded, all six parameters
can be estimated with confidence. Two typical such phases
in HIV/AIDS progression are the primary infection stage
and the period after chemotherapy treatment when both
the viral load and CD4+ T-cell counts are changing.

Coincidentally, one notices that all previous estimations
of the virus clearance rate (c¢) and the death rate of infected
cell (1) were made for a post-treatment period of very
strong chemotherapy with reverse transcriptor inhibitors
and protease inhibitors in Refs. [14,36,31]. This choice
becomes obvious from the above analysis of parameter
convergence.

Of course, this pure LSQ would fail with noisy measure-
ments. The measurement error of the Roche Amplicor
assay method could be 0.1810g10 copies/ml [33]. Another
problem with the pure LSQ is that the measurements of
viral load and CD4 cells have to coincide in time. Ways
to overcome these include adaptive algorithms [38] and
improved versions of the LSQ method.

2.2.2. A penalty function approach

The penalty function method is in essence LSQ based,
but with two important differences: firstly, derivative esti-
mation is only present when a nominal curve is generated
by a numerical ordinary differential equation solver and,
thus, this estimation is not influenced by measurement
noise. Secondly, the cost function is not limited to the
LSQ distance, thus, it can be expanded to accommodate
a diverse base of knowledge in order to increase the accu-
racy of parameter estimation.

In addition, since the penalty function method does not
require any product terms, there is no constraint on the
length of CD4+ T-cell and virus data vectors. Together
with N measurements of 7" and K measurements of v, at

time tq,...,ty, and ty,...,Tg, respectively, the basic cost
function is defined as

J, = EN: (?(tn) - Tn)2 + EK: (0(m) — Uk)z

N mean(T,) K mean(v;)

n=1 k=1

It can been seen that the points of the two data vectors
need not coincide in time.

Additional refinements of the cost function can be made
incorporating outside knowledge of the data set and the
parameters. For example,

J,=J, + Kk max (%,O) + K, max(f — ¢,0),
where o, is the vector of computed viral load, truncated
after a few days. x; and «, are two scaling constants. The
first refinement term corresponds to the knowledge that
the patient is in steady-state before initiation of therapy.
The second refinement term corresponds to the statement
that the average infected CD4+ T-cell lives longer than free
virions.

To validate the method, the parameter estimation for
the three patients in Ref. [30] was repeated in ref. [9]. It
was used to extract the same two parameters as in the
experiment. Note that all the assumptions described in
the experiment were included in the estimate by customiz-
ing the penalty function as described above. The results are
listed in Table 2 for patient number 107 whose data was
plotted in Fig. 2.

There is a distinct, and consistent difference in ¢ between
the published results and the estimation by custom penalty
function. Since the estimation of ¢ is dependent on the
shoulder region of the virus count [24], a dependence on
Xo 1s to be expected. For an optimal adjusted x(, one can
estimate the parameters again with the same cost function.
The small data window for this experiment does not allow
clear information to be found about the initial conditions.
It is clear from the results that the estimation of ¢, and to a
lesser extent, of u, is dependent on outside information
about x.

2.2.3. A deterministic optimization method

To speed up the calculation, [27,26] employed an estima-
tion procedure applied to the discrete-time model of the
system (1). The principle of the estimation procedure is
explained as the following. Suppose an optimization algo-
rithm (e.g., steepest descent, simplex) is chosen. Running
this algorithm to minimize an objective function on large
number of initial conditions, one can see that the solutions
are distributed in the neighborhood of the real optimum. A

Table 2

Comparisons of estimates

Patient no. Method & (day™ Ly (days) ji(day™!) 1) (days)
107 published 3.1 0.2 0.5 1.4
penalty function 2.07 0.33 0.50 1.39

Xo modified 3.07 0.23 0.49 1.41
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median and an interquartile range (IQR) of the calculated
solutions offer a desired estimate and the confidence inter-
val of the estimate. Since a deterministic approach is taken,
the procedure is called a deterministic optimization
method.

The IQR measures the dispersion of the results. It
depends on the used tolerance and the convexity of the
objective function. The IQR gives an important informa-
tion on the confidence on the results. This method is extre-
mely useful with sparse data samples. In the HIV/AIDS
case, for ethical and financial reasons, it is impossible to
collect large amount of data. With the deterministic optimi-
zation method, [27,26] were able to compute estimates of
all the parameters of the model (1) with minimum number
of samples.

3. Case studies
3.1. HIV vaccine readiness

An interesting application of the estimation procedures,
described in Section 2.2.2, is the extraction of parameters
for patients who took part in an HIV/AIDS vaccine read-
iness study [11]. In this study, HIV viral load may be a crit-
ical endpoint in vaccine trails by which to judge efficacy. It
is important to define viral dynamics in unvaccinated
infected individuals, especially in non-B subtype infections
where little information is available. HIV-B subtype viruses
are prevalent in North America, Europe and Australia.
HIV-non-B subtypes prevalent elsewhere in the world differ
from subtype B in the envelope gene by as much as 30%.
The main aim was to determine the set-point for these
patients,and find the time from seroconversion (detectable
HIV antibodies) for this set-point to be reached.

Fifty-one individuals with recent HIV infection were
recruited within 18 months of acquiring HIV infection
from fourP countries in southern Africa (10 from Zimba-
bwe, 6 from Malawi, 16 from Zambia and 19 from South
Africa). Participants were followed at 2, 4, 7 and 9 months
after enrolment. At each visit, blood samples were obtained
for plasma RNA levels, lymphocyte subset analysis and
DNA isolation. Participants were not on antiretroviral
treatment.

The majority (42/51) were female. The median age was
28 and the median interval from seroconversion to first
viral load measurement was 8.9 months (interquartile
range of 5.5-14.1). Comparison of log;oRNA copies/ml
in participants at enrolment between countries showed no
significant difference and, based on this, were grouped as
one cohort.

Quite coincidentally, 34 of the 51 participants had 4
CD4+ T-cell and 5 viral load counts, thus satisfying the
minimum requirement of algebraic identifiability of the
basic model. Ten additional patients from the cohort had
insufficient data points for a complete evaluation of param-
eters on their own. For these patients, the assumption was
made that their parameter value for ¢, the death rate

Table 3

Data points for two sample patients

Days P Viral load CD4+ P  Days Viral load CD4+
15 (5+4 42 (4+3)

391 46699 411 67813

426 24463 187 474 11569

503 62364 136 586 39887 186
573 25079 193 685 178
636 29821 143 775 19359 272

constant for virus, did not differ significantly from other
patients in the cohort. The rest of the data (of seven
patients) have too few samples to be useful. Thus, in total,
parameters were estimated for 44 of the 51 participants.
Typical data sets are displayed in Table 3 for two patients
P15 and P42.

Even though the minimum requirements for parameter
estimation were met by most of the patients in this study,
the time difference between points, lack of initial CD4+
T-cell data and imprecise measurements, required a set of
assumptions to be made before the model parameters were
estimated: (i) patients were in the early stages of infection;
(i1) the midpoint between the last negative and first positive
sample was taken as an estimate for the time of seroconver-
sion; (iii) patients did reach a steady-state in viral load; (iv)
initial values for the viral load coincided with the first viral
load measurement; (v) the order of ¢ and p was not dictated
in this instance of the cost function; (vi) others (for details
and a discussion of these assumptions, see [9,10]).

After the parameters for each patient had been esti-
mated, the set-point was calculated according to (2). In
order to find the time to reach the set-point, the fluctua-
tions in viral load were considered. The time from serocon-
version to the point where the fluctuations fell within
log0.5 of the set-point was taken as an estimate for the time
to reach set-point.

In Fig. 3 a detailed view is given for P42 with four data
points in the viral load. The markers indicate data points
and the corresponding model prediction (solid line),
derived from parameter estimates. The estimation of the
set-point is indicated by a dashed line, and the time to
set-point is taken at the point where the modelled viral load
falls between the dotted lines.

The sparsity of the data set did not allow a conclusion
about an individual patient, but the results of 44 patients
can provide some statistical information about subtype C
(predominantly in Southern Africa and India) viral dynam-
ics. The following median estimates of parameters were
found

7 = (7.48,0.00085,1.4 x 107°,1.56,0.80,2834)".

Fig. 4 shows the normal probability plot of log;o set-point
estimations for all patients. It is clear that the estimates fol-
low a log—normal distribution. The Bera—Jarque paramet-
ric hypothesis test of composite normality confirms this,
with a significance level of 0.298. The calculated median
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Fig. 4. Normal probability plot of set-point estimations [10].

time to set-point was 16.57 months and the median of the
calculated  set-point  distribution was  4.08log;g
(12143 RNA copies/ml). Interestingly, these estimates ap-
pear to be no different from reported studies of subtype
B HIV infected male cohorts [20,21,32].

3.2. Therapy effectiveness and therapeutical failures

In another case study, parameter estimates were
obtained using the deterministic optimization method for
two representative patients from the CHU of Nantes,
France (Nantes University Hospital).

The first patient was 43 years of age. He was treated in
two consecutive periods. In the first period from day 0 to
day 272, the patient was treated with two RTIs: zidovudine
(AZT) and lamivudine (3TC) and one PI: saquinavir soft
gel (SQV). During this period, the viral load drops from
65000 copies/ml to 5000 copies/ml in 113 days, and then

increases to 21000 copies/ml. In the second period from
day 273 to day 2379, the patient’s therapy consists of two
RTIs: 3TC and stavudine (d4T) and one PI ritonavir
(ABT-538). The viral load drops under the threshold of
50 copies/ml.

The second patient was 42 years old. The first line of
antiretroviral therapy is a bi-associated combination of
RTI (AZT+3TC): from day 0 to day 124, then a tritherapy,
AZT +3TCHIDV (indinavir), for the next 769 days. Dur-
ing the second period, the patient received several associa-
tions: AZT+3TCH+ABT-538+IDV (treatment stopped by
the patient’s decision); AZT+3TC+NFV (nelfinavir)
(treatment stopped due to a virological failure); AZT+
3TCHIDYV (treatment stopped for toxicity). All these ther-
apies have not been shown to be efficient. In the last period,
the patient is treated with AZT +3TC +EFV (efavirenz).
No PI was involved.

In the parameter estimation, it was assumed that the
proliferation term in (1) takes the following form
p=rTv/(K+v).

Two thousand initial conditions were used, and they
were assumed to be uniformly distributed on an admissible
interval of the underlining parameter. For example, the
admissible interval was chosen to be [1072°,20] assuming
that the production of CD4 cells is always positive and
smaller than 20 CD4/mm®.

One should note that parameters are patient dependent.
The estimates for patient 2 are tabulated in Table 4, in
which estimates outside of brackets are for the first period,
and estimates in brackets (...) are for the period from day
1280 to day 2388.

From these results, it can be observed that for patient 2
and in the second period of treatment, the parameter f
increases (1450 times higher), and k decreases by 9 times
lower than that in the first period. This implies that the
AZT+3TC+EFV combination is more efficient than the

Table 4
Estimates of patient 2
Estimates IQR Clsoq,
s 0.46 0.57 [0.13,0.17]
(0.13) (0.24) ([5.55x 1074, 0.24))
d 2.09%x 1073 3.68%x 1073 [8.44x 1075, 3.77x1073]
(2.79x 1073 (6.78 x 1073) ([4.30x 1074, 7.20x 1073
u 0.06 0.037 [0.044, 0.074]
(0.12) (0.1) ((0.079, 0.18))
¢ 0.092 0.068 [0.061, 0.13]
(0.64) (0.97) ([0.3, 1.26))
B 1.02x107° 1.79x 1078 [542x 1071 1.79x 1078
(1.50x 107 (2.13x 107 ([6.19% 1077, 2.75x107°)
k 2604 5186.5 [152.04, 5338.5]
(296.24) (604.73) ([102.21, 706.94))
r 1.08x 1074 8.04x 1073 [2.79 x 102, 0.008]
(3.23x 1073 (7.75 % 1073) ([1.04x 1073, 7.76 x 1073])
K 9.53 1009 [3.59 % 107>, 1009]
(17.36) (146.5) ([0.087, 146.59])
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AZT+3TC combination in the first period. The lack of PI
results in higher value of the parameter f. The higher value
of r suggests a more active proliferation in the second per-
iod. It could also be recommended that the RTIs of the sec-
ond period (AZT+3TC+EFV) combined with the PI of the
first period (IDV) could further lower both parameters f
and k.

Virological failure is due to persistent replication of the
viral load under treatment. Thus virological failure could
be interpreted as extreme values of the parameters & and
f. Immunological failure is defined when the amount of
CD4 cells remains below the level of 200/mm?® after 6
months of treatment. Immunological failure could be
detected by the indicator:

1 d d
I00 = = 7loge 1 —-200—) + loge 1 —— TO )
d N s

where d = d — %= U is the mean of the viral load, and Ty is
the initial CD4 cell level. If #,00 > 6 months, then there is
immunological failure.

It could be verified that 7,00 = 33 months, indicating an
immunological failure of the first period of treatment on
patient 2. Clinical data shows that approximately 25
months were necessary for him to reach the 200 CD4/
mm? level.

A superposition of both virological and immunological
failure is referred to as biological failure, and clinical fail-
ure is characterized by the clinical manifestation of oppor-
tunistic diseases.

4. Concluding remarks

The research of the pathogenesis of HIV has reached a
point where control system engineering can play a con-
structive role. The parameter estimation schemes are also
useful for immune prognosis. Anti-retroviral therapies are
usually effective in suppressing the viral load in a short per-
iod of time. The response of immune systems takes a longer
time (usually more than a month) to manifest. In current
clinical practice, immune responses are usually monitored
after 6 months after treatment. It is desirable to predict
the immune system response with less than a month’s sam-
ples. Preliminary results in this regard have been done for
six naive patients at CHU of Nantes, France, and further
experiments are currently done for more difficult patients.

A large amount of raw data have been accumulated
around the world of HIV patients under HAART. The
drug effectiveness and therapeutical failure models have
to be populated with different HIV subtypes and with dif-
ferent geographic data. For this purpose, an automated
computer routine has the advantage, and is also under cur-
rent investigation. The system modelling ideas can certainly
be borrowed to HIV and TB co-infections and other infec-
tious disease.

As can be seen from the case studies, one of the chal-
lenges from a parameter estimation’s viewpoint is limited

and poor data. Perhaps the biggest scientific open problem
is whether a true cure for HIV/AIDS can eventually be
found. If there is a cure, then one thing is certain that it
comes as a treatment strategy which includes not only com-
bination of drugs but also the manner in which these drugs
are administered. From a practical point of view, afford-
able and effective means to prevent and stop infection
and progression is the key to the success of the fight against
AIDS. Applying these ideas to create suitable educational
platforms for the high-risk groups of people is also deemed
necessary [6,5].
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