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When to Initiate HIV Therapy: A Control Theoretic
Approach

Annah M. Jeffrey*, Xiaohua Xia, Senior Member, IEEE, and Ian K. Craig, Senior Member, IEEE

Abstract—This paper shows an application of control theory
to human immunodeficiency virus (HIV)/AIDS models. Minimum
singular value decomposition is applied to HIV/AIDS models to
measure the extent to which the different stages in the progres-
sion of HIV/AIDS disease are controllable and, consequently, when
best to initiate therapy such that the general objectives of therapy
are satisfied. Simulations will be used to demonstrate the effect of
treatment at various stages. Comparisons will be made between
mono-class and combination therapies and between when therapy
is initiated at the acute infection, asymptomatic and the advanced
stages.

Index Terms—Chemotherapy, controllability, HIV, initiate
therapy, singular value.

I. INTRODUCTION

ERADICATION of human immunodeficiency virus (HIV)
infection does not seem possible with currently available

anti-retroviral drugs. This is due primarily to the establishment
of a pool of latently infected T cells during the very
earliest stages of acute HIV infection that persists with an
extremely long half-life, even with prolonged suppression
of the plasma viral load using highly active anti-retroviral
therapy (HAART) [6], [11]. There is no doubt, however, that
anti-retroviral drugs reduce the viral load, can maintain an
acceptable cell count and, consequently, prolong the
life of the infected person. What is not clear though, is when,
during the disease progression is it best to initiate therapy.

Guidelines are available for HIV therapies and are in con-
flict as to when to start therapy. Two large medical organizations
have published treatment guidelines that make general recom-
mendations regarding when people living with HIV should start
anti-retroviral therapy. These organizations are the United States
Public Health Service (USPHS) and the International AIDS So-
ciety-USA (IAS-USA). In general, the IAS-USA guidelines rec-
ommend starting therapy earlier than the USPHS guidelines.
The optimal time to initiate therapy in the course of HIV in-
fection still remains unclear.

HIV chemotherapy is initiated either in the asymptomatic
stage, termed early therapy or in the advanced stage and referred
to as late therapy. There are instances where therapy is initiated
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in the acute infection stage. Therapy in most cases entails the
use of anti-retroviral drugs that inhibit the replication rate of the
virus. Other therapies that reconstruct the immune system are
also available. The issues of when to initiate therapy and the
necessary dosage have been analyzed in [7], [20], [25]. Some
authors believe that early therapy, when the T cell count
is still high is best, while some believe that late therapy during
the final decline of the T cells is best. The clinical ben-
efits of initiating therapy very early in the acute infection stage
are not very clear.

The reason for the lack of consensus is that the chemotherapy
of HIV has multiple objectives and the studies that have been
done and used to formulate these guidelines have different ob-
jectives. There is a general consensus though, from these guide-
lines and conference presentations that the viral load prior to
therapy does not appear to play an important role in clinical re-
sponse to HAART [30].

It is apparent that HIV therapy has to be administered indef-
initely or at least till such a time when alternative drugs are
available. The objectives of HIV chemotherapy according to
the USPHS guidelines are in general, “maximal and durable
suppression of viral load, restoration and/or preservation of im-
munologic function, improvement of quality of life, and reduc-
tion of HIV-related morbidity and mortality” [32]. On an indi-
vidual basis, the objectives range from suppressing the viral load
to below detectable levels, to maintaining T cell counts
at levels that are just sufficient to delay the onset of AIDS and
opportunistic infections. Generally, the objectives call for mod-
erate or low-dose therapy schedules where possible that can ef-
fectively suppress the viral load while avoiding the emergence
of resistant virus strains. Furthermore, therapy should be initi-
ated at a time when the immune system is still functional or at
least repairable.

Maximal suppression of the viral load to below detectable
levels has been achieved using HAART. Durable suppression
has, however, proven to be difficult using HAART because the
high drug doses used have adverse side effects that make ad-
herence to therapy very difficult. It has also been shown that
high drug doses may lead to early emergence of resistance [3].
Studies are and have been carried out on the clinical benefits
of initiating therapy on patients at different stages of the dis-
ease. Some studies [13], [17], [24] have shown that there is a
higher mortality rate for patients who start therapy in the ad-
vanced stages of the disease as opposed to those who started
earlier.

This paper adopts a control theoretic approach to when best
to initiate therapy. The application of control theory to HIV dy-
namics has been explored from an optimal control point of view
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in [5], [9], [19], and [33]. The authors of [1] and [4] adopted a
feedback control point of view. Most of these HIV control works
are aimed at suppressing the plasma viral load of infected per-
sons, while some focus on maintaining the T cell count
within a given range or above a specified level. There is a gen-
eral view though, that treatment should vary with time and de-
pend on the individual patients’ response to treatment. [20] has
addressed this issue of when to initiate therapy by using simula-
tions. This paper gives a control theoretic base and simulations
will be used to back up control theoretical derivations.

Motivated by the lack of consensus on when best to initiate
therapy, the aim of this paper, therefore, is to shed light, from
a control theoretic point of view, on this issue. The argument
being put forth in this paper is that therapy is best initiated at
the time when the viral load is easiest to control. The reasoning
is that; an easier to control viral load implies less control effort
in the form of lower drug doses. Lower drug doses in turn imply
that therapy can be administered and be effective with milder
side effects over a longer period of time. This in light of the ob-
jectives of therapy translates to maximal and durable suppres-
sion of the viral load and improvement of the quality of life.

Minimum singular value decomposition (SVD) will be used
as a measure of the extent to which the various stages of the
disease progression are controllable. SVD is a valid method to
use here because the same variables are used to measure con-
trollability and compared at different times as the disease pro-
gresses. The easier to control stages will, therefore, be identi-
fied and simulations will be used to demonstrate the effect on
the viral load of initiating various types of therapies at different
stages as the disease progresses. Comparison will be made be-
tween when therapy is initiated in the acute infection stage, the
asymptomatic stage, and the later stages of the disease. Com-
parisons will also be made between no therapy, mono-class,
or class-sparing therapies using either protease inhibitor(s) (PI)
only, reverse transcriptase (RT) inhibitor(s) only, and multidrug
therapy using a combination of PI and RT inhibitors.

The layout of the paper is as follows: Section II presents the
working model under mono- and multitherapies. Section III in-
troduces the structure of the control input and minimum SVD
of the working model. Section IV has simulations of how the
virus responds to therapy at different stages of the disease and
Section V has the conclusions that are drawn from this study.

II. THE WORKING MODEL

Mathematical models that describe the host-pathogen inter-
action between the immune system and HIV should be able to
explain the initial high increase in plasma viral load, its decline
and settling to levels that are much lower than the peak viral
load. The subsequent dramatic increase of the viral load during
the later stage of the disease and timing of this increase should
also be explained. Models have been developed and explained
in, for example, [14], [18]–[20], [23], [26], and [31]. Most of
these models are deterministic and based on balancing popula-
tion dynamics, while some are stochastic and take into account
the random variations in the HIV dynamics.

None of these models, however, can completely exhibit all
that is observed clinically and account for the full course of the
disease. The main reason for the models’ limitation is lack of

TABLE I
PARAMETER ESTIMATES

a good understanding of the immunology of the human body
against HIV. Biological systems exhibit multicompartmental in-
teractions that are usually not well understood and as a result,
can not be accurately modeled mathematically. The accuracy of
the models though, is increasing with new medical discoveries
[21]. Another point to consider is that these models do not take
into account other extenuating environmental, social, and wel-
fare factors that may affect the progression of the disease.

The mathematical model as presented by [26] is adopted for
this paper and the following is a summary of that model:

(1)

(2)

(3)

The state variables , , and are the concentrations of
the uninfected T cells, the infected T cells, and the
free virus particles, respectively. Equation (1) describes the pop-
ulation dynamics of the uninfected T cells. It shows that
they are produced from a source at a constant rateand prolif-
erate to a maximum given by , at a rate that is proportional to
their abundance, with as the proliferation rate constant. Unin-
fected T cells die with a rate constant and are infected
by the virus at a rate that is proportional to the product of their
abundance and the amount of free virus particles. The propor-
tionality constant is an indication of the effectiveness of the
infection process. Equation (2) shows that infection of healthy

T cells produces infected T cells that die with a
rate constant . Equation (3) similarly shows that an infected

T cell produces free virus particles during its lifetime.
These free virus particles, which are also known as virions, die
with a rate constant.

Estimates for model parameters are available in [19], [20],
[23], [26]–[28], and [33] and some parameters may vary with
time [8], [23]. A method for obtaining online estimates by using
control techniques can be found in [35]. For this paper, the es-
timates used are in Table I and are sourced from [1], [23], and
[26].

RT inhibitors block infection by reducing the value of.
Refer to, for example, [22] and [26], on which model parameters
are affected by therapy. Perfect inhibition occurs when .
In practice, however, perfect inhibition is not attainable.

Equations (1)–(3) under imperfect RT inhibitor(s) can be
modified to

(4)

(5)

(6)



JEFFREYet al.: WHEN TO INITIATE HIV THERAPY: A CONTROL THEORETIC APPROACH 1215

where is taken as a control input, and ,
is the effectiveness or combined effectiveness of the

RT inhibitor(s) used. Perfect inhibition occurs, therefore, when
and there is no inhibition when .

PIs on the other hand, do not block infection, but rather block
the protease enzyme so that the virus particles that are produced
are noninfectious. There are, therefore, two types of virus par-
ticles when PIs are used. The first type are the infectious virus
particles that still continue to infect T cells and the other
is the noninfectious type.

Equations (1)–(3) under PI(s) can be modified to

(7)

(8)

(9)

(10)

where is taken as the control input, and ,
is the combined effectiveness of the PIs used.

Similarly, perfect inhibition occurs when and there is no
inhibition when . Equation (9) describes the population
dynamics of the infectious virus particles, while (10) is for the
noninfectious virus particles. It is assumed that both types of
virus particles have the same death rate constant.

Current therapies use a combination of RT and PIs and
(7)–(10) can be modified to reflect the effect of both inhibitors.

III. CONTROLLABILITY ANALYSIS

Medically, it seems that the viral load in infected persons is
controllable by the prevailing anti-retroviral drugs. Controlla-
bility analysis for HIV models using only RT inhibitors has been
addressed by [15] and is included in this paper for completeness.
Analysis will, therefore, be extended to models using only PIs
and combinations of protease and RT inhibitors.

A. Anti-Retroviral Drugs as Control Inputs

Administering an anti-retroviral drug is in fact equivalent to
introducing an input signal that perturbs the HIV dynamics. As
a control input, the model parameters that are affected by these
drugs have been identified [22], [26].

An important point to consider is that these drugs are admin-
istered periodically. In this paper, it is assumed that the interval
between doses is constant and that the drug potency from the
dosing time rises then decreases exponentially with time. This
assumption is based on drug pharmacokinetics as explained in
[2]. The increase in plasma drug concentration is determined by
the rate at which the drug enters the plasma by absorption and
simultaneously removed from plasma by either distribution to
other body compartments or by elimination. A maximum con-
centration is reached when there is a balance between the entry

Fig. 1. Sample control input. One cycle represents one day.

and removal rates of the drug into and out of the plasma. There-
after, the drug plasma concentration declines because the com-
bined rate at which it is distributed and eliminated exceeds the
rate at which it is absorbed. This plasma drug concentration de-
cline rate is usually biphasic if the rate at which the drug is dis-
tributed exceeds the rate at which it is eliminated. If one as-
sumes, therefore, that the plasma concentration of a drug at a
particular point in time is an indication of the efficacy or instan-
taneous inhibition [10] of virus replication by the drug, then one
can model the drug’s efficacy as illustrated in Fig. 1. Refer to,
for example, [12] and [16] for the relationship between plasma
drug concentration and efficacy.

The drug is usually effective until the time when resistance
emerges and the effectiveness( or ) can also be as-
sumed to decline exponentially with time. The decay time con-
stant for the effectivenessare drug and dosage dependent. The
admissible control for the chemotherapy of HIV in this paper is,
therefore, an oscillatory and decaying function of time that can
be represented as

(11)

where is the time when therapy is initiated and is when
therapy is ended. The expression for over one cycle is as
shown in (12) at the bottom of the page, whereand are the
width and average values, is the rise and decay time constant
after each dose and is the decay time constant of the drugs
effectiveness.

Fig. 1 shows a sample control variable for when therapy
is on for 20 days from day 5 to day 25. What will be done then
is to incorporate these constraints into the control input when
doing analysis and test simulations. For simplicity, the drug is

(12)
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assumed to be administered daily and, therefore, one cycle rep-
resents a day.

When therapy is on, the steady states for the infectious and
noninfectious virus particles are given by

(13)

(14)

where and are the control input averages for the RT and
PIs, respectively. The viral load steady states without treatment
are as given below

(15)

(16)

It is apparent, therefore, that when treatment is initiated, the
viral load will settle at a new on treatment steady state that is
determined by the drug(s) efficacy. Conversely, the drug(s) ef-
ficacy required can be determined, given the desired treatment
steady state. Therapy, therefore, moves the states from one point
to another. Initiating therapy when the viral load is below this
treatment steady-state will result in an increasing viral load,
which is interpreted as failure to control the viral load. A higher
dose will be needed in order to obtain a reduction in viral load.
Initiating therapy when the viral load is higher than this treat-
ment steady state will obviously result in some degree of viral
load control even though the viral load will eventually settle to
the same steady state.

B. Minimum Singular Value Decomposition

The variable to be controlled is the viral load. Medically, the
viral load is considered to be controllable if the control law in
use can reduce it by 90% in eight weeks from the time treatment
is initiated and continue to suppress it to below 50 copies per
milliliter of plasma in six months [32].

Under mono-class therapy using one or more RT inhibitors,
an approximate analysis by linearizing the nonlinear equations
in (4)–(6) at the operating points can be obtained. The Jacobians
for (4)–(6) when evaluated at an operating point are
given by

where
The controllability matrix [29] is

given by

where and .
Under mono-class therapy using one or more PIs, the Jaco-

bians for (7)–(10) when evaluated at an operating point
are given by

where .
The controllability matrix

is given by the equation shown at the bottom of the
page, where and .

Similarly, under multiple therapy using a combination of RT
and PIs, the Jacobians when evaluated at an operating point

are given by

The controllability matrix
can be determined in a similar manner.

The matrices , , and are not of full row rank
only when the viral load is zero and when the T cell count is
zero. A zero viral load is invalid because the patient is assumed
to be actively infected. When the T cell count is zero then the
immune system is completely damaged. In this case, there is
no point trying to control the virus. All other states apart from
when the T cell count or the viral load is zero are, therefore, con-
trollable. When minimum SVD is applied to the controllability
matrices, an estimate measure of how controllable the system is
at a particular time during the progression of the disease can be
obtained.
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Fig. 2. Controllability to asymptomatic stage. Graphs pi and rt generated using
matricesM andM . V = 10, T = 1000. Parameters in Table I.

Fig. 2 shows how the concentrations of the uninfected
T cells, free virus particles, and the minimum singular value
vary with time from initial infection to the asymptomatic stage.
The stage from initial infection to before the viral load settles
is known as the acute infection or preasymptomatic stage and
the stage when the viral load has settled is known as the asymp-
tomatic or latent stage and can last for up to 10 years with the
infected person showing no symptoms of the disease.

The graphs labeled and in Fig. 2 show how the minimum
singular value varies with time for matrices and , re-
spectively. The controllability profile for the RT and PIs are sim-
ilar in that where one controls most effectively, the other one
does also. For a particular drug, a higher singular value indicates
an easier to control viral load in the sense that the transition to
the treatment steady state is faster. A lower singular value in-
dicates a more difficult to control viral load characterized by a
slow transition to the final state, given the same control effort.
Graphs in Fig. 2 show that the very early stages of the acute in-
fection stage are relatively more difficult to control as compared
to the asymptomatic stage. The section of the acute infection
stage where the viral load is much higher than the steady-state
viral load is relatively the easiest to control. It can also be seen
that up to the asymptomatic stage, controllability and viral load
are correlated, whereas there is no obvious correlation between
the T cell count and controllability.

Model parameters are thought to vary with time as has been
shown in [8], [23]. For this paper, in an attempt to account for the
rapid increase of the viral load at the later stages of the disease,
parameters and are assumed to increase linearly with time
as given by (17)

(17)

where the variable represents the concerned parameter (or
), is the original value, and is the rate at which the pa-

rameter changes. All parameters are taken to be constant from
the time of infection until a time when the immune system

Fig. 3. N and� changing at rates (r = 0:05, andr = 0:05). Graph rt
generated using matrixM .

breaks down. These assumptions, though not clinically vali-
dated, do give virus and T cell profiles that comply with
clinical observations. For illustrative purposes, the immune
system is taken to break down 400 days from initial infection.

Fig. 3 shows the minimum singular value plots to the ad-
vanced stage with and changing at and

, respectively. It can be seen that the very advanced stage
is not as controllable as the asymptomatic stage and controlla-
bility correlates with the T cells. There is a period of
time from just when the virus rebounds and the T cells
decline, when the viral load is more controllable than during the
asymptomatic stage.

IV. SIMULATION

Incorporating the nonlinearities of the models, computer sim-
ulations will be used to support the theoretical deductions of this
analysis.

The control variable is as presented in Section III-A.
Therapy is assumed to be administered once daily as it has
been shown by [20] that it is just as effective as when admin-
istered thrice daily. Simulation results are presented here for
when therapy is initiated from the acute infection stage to the
steady-state stage. In particular, simulation is performed from
days 5 and 10 before the viral load reaches its natural peak value.
These simulations are compared with when therapy is initiated
at day 300 from initial infection.

Using the asymptomatic stage at day 300 under RT inhibitors
as a reference, “moderate” (mod) therapy is taken as the dosage
that is required at the asymptomatic stage to suppress the viral
load to below 50 copies before it rebounds, when initiated at day
300. This corresponds to a control input that fluctuated between
0.3 and 0.45 and has an average value of 0.375 when therapy is
on. Given that the relationship between controleffectiveness

is , moderate therapy then has an average ef-
fectiveness of 62.5%. “Low” therapy is selected such that it can
reduce the viral load by 90% or 1 log scale and fluctuated be-
tween 0.45 and 0.65 with 40% average effectiveness. “Strong”
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Fig. 4. Viral load response to varying RT efficacy when initiated at day 300:
low = 40%, mod= 62.5%, and high= 80% effectiveness.

Fig. 5. Viral load response to moderate therapy when initiated at days 5, 10,
and 300.

(high) therapy fluctuates between 0.15 and 0.25 with 80% av-
erage effectiveness.

Fig. 4, showing the virus response when RT therapy is initi-
ated from day 300, is used as the reference response graph. Fig. 5
shows a comparison between initiating moderate RT therapy at
different days as the HIV infection progresses. The viral load
continuously increases for the duration of the therapy when
therapy is initiated at day 5. This is because the viral load at
day 5 is lower than the treatment steady-state. The viral load at
day 10 is almost the same as that at day 300. However, control-
lability at day 300 is lower and, therefore, the viral load takes
longer to settle at the new steady-state value when therapy is
initiated at day 300.

Fig. 6 shows a comparison between using moderate doses of
an RT inhibitor(s) alone, PI(s) alone, and a combination of the
two moderate inhibitors from both classes. Combined therapy,
as expected, is superior to mono-class therapy. Combination
therapy using two low doses can be as good as using a single-

Fig. 6. Comparison between PI and RT with same efficacy (mod) and their
combination.

Fig. 7. Effect of combining varying efficacies of RT and PI., low= 40%, mod
= 62.5%, high= 80% effectiveness.

class moderate therapy as shown in Fig. 7 where the first letter
in the graph labels refers to the RT inhibitor and the second
to the PI. , , , and mean none, low, moderate, and
high, respectively. For example, ML means combined therapy
using a moderate RT inhibitor with a low PI. Using mismatched
doses has some interesting outcomes. Using a combined low-
and moderate-dose therapy can be as good as using a single-
class high-dose therapy. Also, using a combined low- and mod-
erate-dose therapy can be as good as using a single high-dose
therapy. Low-efficacy drugs can, therefore, be used to augment
the performance of other drugs with higher efficacies.

V. CONCLUSION

The following conclusions can be drawn from this study.

1) Even though any viral load for all stages of the disease,
apart from when the associated T cell count is zero, is the-
oretically controllable, some stages are more controllable
than others.
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2) The very early acute infection stage and the late advanced
stages are the most difficult to control.

3) The acute infection stage, when the viral load is very high
is the easiest stage to control.

4) Combination therapy, as expected, is superior to mono-
class therapy.

5) Using two weak therapies from each class can be as good
as using moderate therapy from a single class. Further-
more, using weak and moderate therapies from different
classes can be as good as using strong therapy from a
single class.

6) From a viral load controllability point of view, therapy is
best initiated when the viral load is easier to control be-
cause this implies the use of lower drug doses and conse-
quently bearable sides effects.

7) This study seems to indicate that when therapy is initiated
at the appropriate time, the use of highly potent HAART
may not be necessary. However, caution is needed due to
resistance issues.
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